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Introduction 

International Conference on Applied Internet and Information Technologies is an annual Conference that we 
started in 2012 after successful results of the International Conference on Information and Communication 
Technologies for Small and Medium Enterprises in 2011. This year, the fourteenth Conference is hosted in 
Zrenjanin and presents collaboration between the University of Novi Sad, Technical Faculty “Mihajlo Pupin”, 
Zrenjanin, Serbia and the University “St. Kliment Ohridski”, Faculty of Information and Communication 
Technologies - Bitola, Republic of North Macedonia. 

The Conference was financially supported by the Provincial Secretariat for Higher Education and Scientific 
Research, Novi Sad. The Technical Faculty “Mihajlo Pupin” has provided the necessary technical support. 

This year we had gathered our colleagues, scientists, researchers and students from 13 countries: Canada, 
USA, India, Russia, Germany, Denmark, Georgia, Slovakia, Hungary, Croatia, Bosnia and Herzegovina, North 
Macedonia and Serbia. They presented papers and promote the results of research and scientific work in the 
field of information technology. Out of more submitted papers, 66 were selected for presentation on 
Conference and publishing in Proceedings. 

Some of Conference topics are: Artificial Intelligence, Intelligent Systems, Data Science, Big Data Technologies, 
Business Intelligence, IT Support to Decision-making, Information Systems, Software Engineering and 
Applications, Communications and Computer Networks, Data and System Security, Computer Graphics and 
Visualization, IT Management, etc. 

During the conference were organized in six sessions: two plenary sessions, two Oral Sessions and two Poster 
sessions. The introductory lectures were:  

 Text Mining, held by Slavica O’Connor, Canada, 

 IT equipment and software for training, modeling and data analysis for flood and forest fire 
prevention, protection and management in project SOLVE, held by Andrijana Bocevska, North 
Macedonia, 

 Reducing Manual Labeling Effort by Identifying the Most Informative Unlabeled Data via Active 
Learning, held by Velibor Ilić, Serbia, 

 Digital platform for monitoring and forecasting the environmental situation of the Baikal natural 
territory, held by Igor V. Bychkov, Russia. 

The AIIT program committee would like to thank the authors of the papers for their contribution. All submitted 
papers were peer-reviewed by members of the committee and the other eminent reviewers. All submitted 
papers were peer-reviewed through the double-blind review process. Also, the AIIT program committee would 
like to express special gratitude to the reviewers for their tremendous work done for selecting the papers with 
their valuable comments and suggestions that contributed to improve the quality of the papers. 

AIIT 2024 was very successful conference with fruitful exchange of experiences among the participants and 
contribution to the further development of Internet and Information technologies research.   

Next year the conference will be held in Bitola. 

 

Conference chairs:  

Ivana Berković, University of Novi Sad, Technical Faculty “Mihajlo Pupin”, Zrenjanin, Serbia (chair)  

Kostandina Veljanovska, University “St. Kliment Ohridski”, Faculty of Information and Communication 
Technologies - Bitola, Republic of North Macedonia (co-chair)  
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Ivana Berković, University of Novi Sad, Technical Faculty “Mihajlo Pupin”, Zrenjanin, Serbia (chair) 

Ivana Berković, Ph.D. is a Full Professor at the Technical Faculty "Mihajlo Pupin" in Zrenjanin, Serbia. She 
obtained her Bachelor's degree from the Faculty of Sciences in Novi Sad and completed her Master's and Ph.D. 
degrees at the Technical Faculty "Mihajlo Pupin" in Zrenjanin, specializing in Logic Programming and 
Automated Reasoning. Since 1987, Prof. Berković has been teaching at the Technical Faculty "Mihajlo Pupin." 
In 2008, she was appointed as a Full Professor at the University of Novi Sad. She was associated dean from 
2002 to 2010. She is a member of Professional Councils of the University of Novi Sad. Her research interests 
include Artificial Intelligence, Automated Reasoning, Logic Programming Languages, and Computer Graphics. 
She has authored numerous scientific papers, textbooks, and software products. She participated as 
researcher or leader of 12 national funded projects. She is a member of editorial board of Journal ComSIS and 
member of program and organization committee of several international conferences.  

 

Kostandina Veljanovska, University “St. Kliment Ohridski”, Faculty of Information and 
Communication Technologies, Bitola, Republic of N. Macedonia (co-chair) 
 
Kostandina Veljanovska, Ph.D. completed her education at the University “Sts. Kiril i Metodi”, Skopje (BSc in 
Computer Science), at the University of Toronto, Toronto (MASc in Applied Engineering) and got her MSc and 
also her PhD in Technical Sciences at the University “St. Kliment Ohridski”, Bitola, R. N. Macedonia. She has 
completed postdoc in Artificial Intelligence at the Laboratory of Informatics, Robotics and Microelectronics at 
the University of Montpellier, Montpellier, France. She worked as a Research Assistant at the Faculty of 
Applied Science, University of Toronto, Canada. She also, worked as a researcher at research team for 
Constraints, Learning and Agents at LIRMM, University of Montpellier. Currently, she works as a Full Professor 
in Artificial Intelligence and Systems, Computer Science and Computer Engineering at the Faculty of 
Information and Communication Technologies, University “St. Kliment Ohridski” -Bitola, Republic of N. 
Macedonia. Since 2022 she is vice-dean for Science and Collaboration. Her research work is focused on 
artificial intelligence, machine learning techniques, intelligent systems and human – computer interaction. She 
has published numerous scientific papers in the area of interest. She is a reviewing referee for several 
publishing houses, journals with significant impact factor in science and also, member of editorial board of 
several international conferences. 
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Abstract: 
Organizations gather huge volumes of data, from a variety of sources, on a daily basis, and 
deal with the problem of how to make valuable use of it. There has been a need to expand the 
scope of business intelligence to include text information from diverse documents. Text mining 
is an exciting research area that tries to make beneficial use of such data and solve the 
information overload problem. This paper provided an overview of text mining, and its main 
techniques, information retrieval, information extraction, text classification, text clustering, 
and core mining operations. Major limitations of text mining result from conceptual issues in 
computational linguistics. Nonetheless, the brisk development of text mining tools is expected 
to address some of these limitations in the foreseeable future. 
 
Keywords: 
Text Mining, Data Mining, Machine Learning, Information Retrieval, Information Extraction, 
Data Science, Business Intelligence 

1. Introduction 

The emerging developments in computer and network technologies, as well as the strong presence 
of the electronic commerce environment, have contributed to the vast amount of online text data that 
continues to grow rapidly. Text plays a significant role in providing decision makers with an expanded 
model of business intelligence than in the past. Business intelligence is not limited to numeric reports 
and graphs. Decision makers extensively benefit from effective and proper use of information available 
in text format. Text mining techniques are fundamental for dealing with the enormous quantity of text 
that is available to us today. Text mining is looking for bits of information that can be logically grouped 
in order to enable users to derive conclusions that had not been previously made.  

1.1. Limitations 

This paper is not a comprehensive review of the entire field; rather, only fundamental concepts and 
basic areas have been selected. 

1.2. Definition of Terms 

Table 1: 
Terms and Definitions 

Term Definition 

Text Mining 

Marty Hearst, a text data mining researcher, defines text mining as “the 
discovery by computer of new, previously unknown information, by 
automatically extracting information from different written resources” 
[1]. 

Data Mining 
A process of selection, exploration, and modeling of very large data sets, 
in order to discover previously unsuspected, predictive and descriptive 
patterns and establish relationships. 
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Information Extraction 
A subfield of text mining that extracts information from text documents 
into a structured data and attempts to move text mining onto the same 
ground with the structured world of data mining. 

Information Retrieval A computer science discipline which studies the retrieval of information 
from a collection of written documents. 

Natural Language Processing 
A subfield of artificial intelligence and computational linguistics 
dedicated to converting information expressed in spoken and written 
human languages into computer language via specialized software. 

Computational Linguistics Part of the science of language that uses computation as an investigative 
tool. 

Ontology 

Ontology is a formal, explicit, shared conceptualization of a domain, 
intended to facilitate semantic interoperability among intelligent 
information systems where diverse software components, computing 
devices, knowledge, and data, are involved [2]. 

Taxonomy 

Taxonomy is the science of classification according to a pre-determined 
system, with the resulting catalogue used to provide a conceptual 
framework for discussion, analysis, or information retrieval. In practice, 
a good taxonomy should be simple, easy to remember, and easy to use 
[3]. 

Data Science 
Data science is an interdisciplinary field that uses scientific methods, 
processes, algorithms, and systems to extract knowledge and insights 
from structured and unstructured data. 

Data Analytics 
Data analytics is the collection, transformation, and organization of 
data in order to draw conclusions, make predictions, and drive 
informed decision-making. 

Data Analysis Data analysis is the practice of working with data to glean useful 
information, which can then be used to make informed decisions. 

Data Analytics vs Data 
Analysis 

Data analytics has a broader scope and encompasses the entire data 
lifecycle (collection, cleaning, organization). The scope of data 
analysis is narrower as it focuses on the in-depth examination and 
interpretation of prepared data. It focuses on deriving insights for 
decision-making. 

Machine Learning 

Machine learning is a subfield of artificial intelligence that uses 
algorithms trained on data sets to create models that enable machines 
to perform tasks that would otherwise only be possible for humans, 
such as categorizing images, analyzing data, or predicting price 
fluctuations. 

Deep Learning Deep learning is a subset of machine learning that uses artificial neural 
networks to mimic the learning process of the human brain. 

Artificial Intelligence 

Artificial intelligence (AI) is a set of technologies that enable 
computers to perform a variety of advanced functions, including the 
ability to see, understand and translate spoken and written language, 
analyze data, make recommendations, and more. 

Decision Support System A decision support system (DSS) is an information system that 
supports business or organizational decision-making activities. 

Business Intelligence (BI) 

A wide category of methods, technologies and software for collecting, 
storing, structuring, integrating, analysing, accessing, and presenting the 
data with the objective to help enterprise users make better business 
decisions. 
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Data Warehouse 

Bill Inmon, considered as the father of data warehousing, has defined 
data warehousing as “a database containing subject oriented, integrated, 
time variant and non-volatile information used to support the decision 
making process.” Another well-known data warehouse theorist and 
practitioner, Ralph Kimball, describes a data warehouse as “a copy of 
transaction data specifically structured for query and analysis” [4]. 

Document Warehouse 

Dan Sullivan states that a document warehouse “is a repository of 
textual information that is categorized and organized in such a way as 
to integrate semantically related texts so that they are accessible to end 
users and provide relatively high levels of information retrieval 
precision and recall in a decision-support environment” [6]. 

Data Lake 

A data lake is a centralized repository that ingests, stores, and allows for 
processing of large volumes of data in its original form. It can 
accommodate all types of data, which is then used to power big data 
analytics, machine learning, and other forms of intelligent action. 

2. Text Mining and Related Techniques 

In this section, literature related to this research will be reviewed, including text mining definition, 
architecture, information retrieval, information extraction, text categorization, text clustering, and data 
mining. The reader will be presented with an overview of associated disciplines and how text mining 
relates to, and differs from, those. The aim of this section is to establish a theoretical base for exploring 
text mining tools and provide understanding of what text mining tools can offer.  

2.1. Text Mining Definition and Architecture 

From researching textbooks and online resources, several definitions of text mining can be found. 
The most extensive definition identifies text mining as any operation related to the gathering and 
analyzing of text, from external sources, for business intelligence purposes [6]. Similarly, Feldman and 
Sanger [7] broadly define text mining as a knowledge intensive process in which a user interacts with 
a document collection over time, using a suite of analysis tools. Hearst defines text mining as the 
discovery of new and previously unknown information, using a computer to automatically extract that 
information from different written resources [1].  

Text mining is a multi-disciplinary field that involves data mining, AI, statistics, machine learning, 
and computational linguistics to discover patterns, trends, and knowledge from large volumes of 
unstructured text [13]. 

 
System architecture for generic text mining system [7], is shown in Figure 1.  
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Figure 1: System Architecture for Generic Text Mining System. Adapted from [7]. 

 
The generic text mining system architecture includes four main areas [7]: 
• Pre-processing Tasks - includes necessary processes to prepare data for knowledge discovery 
operations. Pre-processing tasks create a new collection of documents represented by concepts from 
the original unstructured data source. Such new document collections are ready for core mining 
operations. Relevant techniques in this area are information retrieval, text categorization, 
information extraction, and feature/term extraction.  
• Core Mining Operations – include pattern discovery, trend analysis, and incremental 
knowledge discovery. Advanced or specific text mining systems normally enhance core mining 
operations by leveraging background sources. Such enhanced core mining operations are referred to 
as knowledge distillation processes. 
• Presentation Layer Components and Browsing Functionality – include GUI, visualization 
tools, pattern browsing functionality, filters, search interpreters, tools for creating annotated profiles, 
query language, and query editors.  
• Post-processing or Refinement Techniques – include methods for suppression, ordering, 
pruning, generalization, and clustering approaches intended for discovery optimization.  
The remaining components in this section explain some of the main techniques, operations and 

technologies that are part of the text mining architecture. 
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2.2. Information Retrieval 

Information Retrieval (IR) is a broad discipline with many subject areas. Its primary task is to 
retrieve relevant documents about a particular set of topics in response to a user query.  The main steps 
for information retrieval include query specification, document collection search and return of relevant 
documents as presented in Figure 2 [8].  

   

  

Figure 2. Key Steps in Information Retrieval. 
 
Information Retrieval is dedicated to finding relevant documents, not just simple matches to key 

words, in a query within an acceptable response time. In reality, the set of retrieved documents differs 
from the set of relevant documents. There are two ratios for measuring effectiveness: precision and 
recall [9]. Precision is the ratio representing the number of relevant documents retrieved to the total 
number retrieved. Recall is the ratio representing the number of relevant documents retrieved to the 
total number of relevant documents in the collection that are believed to be relevant. In the ideal scenario 
both ratios have value 1. There are numerous information retrieval models, techniques, utilities, and 
processing strategies. The mission to discover efficient and effective information retrieval algorithms 
continues.  

2.2.1. Retrieval Strategies 

Retrieval strategies address the problem of assigning a degree of similarity between a query and a 
document.  The more terms from the query that a document has, the more it is similar to the query.  

 
“A retrieval strategy is an algorithm that takes a query Q and a set of documents D1, D2, …, Dn and 

identifies the Similarity Coefficient SC (Q, Di) for each of the documents 1 ≤ i ≤ n.” [9]. 
The most common retrieval strategies are [9]. 
• Vector Space Model – This model addresses the following three problems in information 
retrieval: representing documents, representing queries, and finding documents that meet the criteria 
of a query. The vector space model is used to solve the first two problems - each document and the 
query are represented as vectors. The solution to the third problem is to calculate a measure of 
similarity, the similarity coefficient (SC), between the query and a document vector. SC can be 
calculated as a dot product of two vectors, but the most commonly used mean is the cosine measure 
and its variations.  
• Probabilistic Retrieval Model – For each term in a document collection, a probability is 
calculated based on the possibility that a term will appear in a relevant document. Then, the 
similarity measure for terms that match between a document and the query is calculated as the 
combination of the probabilities for each of the matching terms.  Probability theory is used to solve 
the relevance ranking problem using two major approaches. The first one relies on usage patterns to 
predict relevance, while the second one uses each term in the query as hints to determine whether a 
document is relevant or not.  
• Language Model – This model is based on the idea that documents can be ranked on their 
possibility to generate the query. 
• Interface Networks – This model is an enhanced version of probabilistic retrieval strategy that 
includes additional evidence that a document may be relevant to a query. The strength of this 
interface is used as the similarity coefficient, and a Bayesian network is used to gather the relevance 
of a document to a query.  
• Boolean Indexing – This strategy assigns term weights to each of the terms in the query and to 
the terms in the document. The weights of the terms are incorporated into a document ranking.  

Specify Query 
Search 

Document 
Collection 

Return 
Subset of 
Relevant 

Documents 
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• Latent Semantic Indexing – This model uses a matrix to represent the occurrence of terms in 
documents. The matrix is reduced by using singular value decomposition (SVD) to filter out the 
noise found. That way, two documents that have the same semantics are located close to each other 
in a multidimensional space. This model also eliminates major drawbacks associated with the vector 
space model and is considered one of the most powerful. 
•  Neural Networks – This model consists of nodes and links. Each node has input and output 
values. Nodes are activated when a query triggers links to documents. The weight of each link is 
passed on to the document and collected for calculation of a similarity coefficient between the query 
and the document. 
• Genetic Algorithms – This model generates an optimal query to find relevant documents by 
evolution and heredity. An initial query is used with random or estimated term weights. New queries 
are generated by modifying these weights. New queries that are close to known relevant documents 
carry on and queries that are far are removed from consequent generations.  
• Fuzzy Set Retrieval – In this model, each document is mapped to a fuzzy set that contains 
elements and numbers associated with each element indicating the strength of membership. Boolean 
queries are mapped into fuzzy set operations (intersection, union, and compliment) that result in 
strength of membership associated with each document that is relevant to a query. This strength is 
used as a similarity coefficient. 
There is no answer as to which strategy is the best [9]. The evaluation of retrieval strategies remains 

an area for further research and debate.  

2.2.2. Retrieval Utilities 

 There are many different retrieval utilities that can operate with any retrieval strategy and 
improve the results of a retrieval strategy.  A brief overview of some of the utilities is-as follows [9]: 

• Relevance Feedback – The information retrieval is implemented in multiple passes. The top x 
documents returned by an initial query are identified as relevant. Various techniques are used to rank 
the terms and the top t terms of the top documents are added to the query. Parameters x, t, and the 
number of iterations can be tuned. Text REtrieval Conference (TREC) activities most commonly 
use this utility. 
• Semantic Networks – This utility uses concept hierarchies where related concepts are linked to 
each other. The links have strength of relationship associated. This hierarchical network is used to 
expand queries and documents, to contain more terms describing the contents of the query.  
• Clustering – Initially, the documents are grouped into clusters to reduce search space. 
Afterwards, the query is run against clusters believed to be relevant. In the case of automatic 
clustering, the main drawback of this utility is that a clustering algorithm may have performance 
issues.  For that reason, this utility is not widely used. 
• Thesauri – This involves automatic or manual generation of thesauri, then thesauri is used to 
expand queries or documents in order to improve information retrieval. 
• Parsing – Parsing rules (e.g., stemming, exclude common prefixes and suffixes, include 
common phrases as terms, etc.) are used to improve the quality of information retrieval. Parsing 
plays a critical role in all information retrieval systems. 
• N-grams – The terms in a query are decomposed into n-grams (i.e., sequences of n characters); 
that are matched against documents. N-grams are used for detection and correction of spelling and 
optical character recognition (OCR) errors, text compression, and are language independent. Some 
improvement in an inverted index is needed with this utility. 
 Those described retrieval utilities, and others, can be integrated with any retrieval strategy, 

independently or in combination with other retrieval utilities. There is no clear answer regarding which 
utility, or combination of utilities, and strategy is the best. This also requires further testing and research.  
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2.2.3. Information Retrieval Efficiency 

In addition to finding relevant documents for a query, it is very important to determine how long it 
takes to find the documents. Relying on a constant increase of machine speed is not good enough. 
Instead, there is a need for special techniques that can improve the performance of information retrieval. 
The most common technique is to create inverted indexes. Note, indexing text differs from indexing 
relational structured data. With text, we are searching for documents that contain (or do not contain) 
certain terms or have terms in close proximity of each other. We are not interested in the text as an 
atomic unit as is the case with relational data. Therefore, b-tree and bitmap indexes designed for a 
relational search cannot be used in a text search. An inverted index is used for a text search. Text is pre-
processed for all unique significant terms. The list of those terms is called an index. For each term, the 
inverted index maintains a list of documents that contain the term, with the offset for the location of the 
term in the document. An illustration of an inverted index, with the associated list, is: 

Termi  → ({doc2, offset1}, {doc2, offset2}, {doc15, offset3},…,{docn, offsetm}) 

The downside to generating efficient inverted indexes is the need for additional processing and 
storage. However, improved query performance significantly outweighs this downside. Special 
techniques, such as index compression and index pruning, are used to reduce the storage required for 
inverted indexes. 

 Information Retrieval is the first step in text mining. Its goal is to find documents that may be 
of use in solving a problem.  

2.3. Information Extraction 

Information Extraction (IE) is a technology based on analyzing natural language with the aim to 
automatically extract structured information (i.e., contextually and semantically well-defined data from 
a certain domain) from unstructured machine-readable text documents. Figure 3 gives an example of 
Information Extraction. IE typically accepts text as input and, using rule modules and/or a statistical 
model, produces fixed-format, definite data as output that is stored in a spreadsheet or a database table 
for later analysis. Once this process is complete, the traditional data mining techniques can be applied 
to the structured output. Output can also be used for indexing purposes within such Information 
Retrieval applications as Internet search engines Yahoo and Google. IE alone can serve as an effective 
approach to text mining if the knowledge to be discovered is expressed directly into the documents to 
be mined.  

The main difficulty in Information Extraction comes from linguistic complexity. That is, there are 
many ways to express the same fact.  

This is an example of how natural language can express the same reality in different ways:  
• Bank ABC has raised its lending rate by half-a-percent. 
• Based on a half-a-percent lending rate increase by their competitors, bank ABC has followed 
along. 
• Bank ABC will now start charging 4.25% on its lending rate from 3.75%. 
• Petar Petrovic, Chief Financial Officer of bank ABC, announced the new half-a-percent lending 
rate increase to the media today. 
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Figure 3. An Example of Information Extraction Process 
 
 Element Types in Information Extraction. There are four main types of elements that can be 

extracted from text: 
1. Entities – The basic building blocks that can be found in documents. Some examples of entities 
are person, organization, location, money, gene, and drug. 
2. Attributes – Attributes are characteristics of the extracted entities. Examples include the age of 
a person, the type of drug, the address of a location, and currency of the money. 
3. Facts - The relations that exist between entities. Examples include a family relationship 
between two people, or a diagnostic relationship between symptoms and illnesses.   
4. Events – The activities or occurrences of interest in which entities participate. Examples include 
anniversaries, mergers between two organizations, or a new drug invention.  

2.3.1. Information Extraction Tasks  

The most comprehensive work related to codifying and expanding IE tasks has come from Message 
Understanding Conferences (MUC). MUC identified five main IE tasks [7] [10]:  

1. Named Entity Recognition (NE) – NE finds entities (e.g., the names of people, locations, 
medications). It is a very basic and most reliable IE phase. The accuracy of the extraction results 
on the NE task can be up to 95-percent, which is close to a human level. This task is weakly 
domain dependent (i.e., changing the subject area or domain of the text may or may not degrade 
the performance levels). 
2. Template Element (TE) - TE adds descriptive information to NE results – that is, attaches 
attributes to the entities. The accuracy of TE is around 80-percent, so there is room for 
improvement, since human accuracy is about 90-percent. Similar to NE, a TE task is weakly 
domain dependent. 
3. Template Relationship (TR) – TR finds relationships between entities. To find those 
relationships, it doesn’t look in the text; it is using the template elements extracted from text 
during TE task phase. The accuracy of TR is up to 75-percent. TR task is also weekly domain 
dependent. 

 
…Zrenjanin Pharma 123 

Inc, Serbian based 
Pharmaceutical company 
reported profit of three 
million dinars for the 

second quarter this fiscal 
year…  

Rule 
Modules 

Statistical 
Models 

Information 
Extraction 
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4. Scenario Template (ST) - ST finds events that the entities participate in, and tie TE and TR 
results into specified event scenarios. Scenario templates are prototype outputs of IE systems. The 
accuracy of ST is quite low (i.e., around 60-percent) because it is a difficult task. Human accuracy 
for this task is approximately 80-percent, which illustrates the intricacy involved. These figures 
should be taken into account when considering appropriate applications of ST technology. 
5. Coreference Task (CO) – CO identifies which entities and references (e.g., pronouns) refer to 
the same thing. The importance of this task is the way it is a building block for TE and ST. CO 
resolution is not a precise process, particularly when applied to the solution of anaphoric reference. 
CO results vary broadly and most commonly achieve accuracy rates of 50-60-percent. TE task is 
also weakly domain dependent. 
 Some of the most prominent techniques that are applied to the tasks in information extraction 

involve probabilistic models: hidden Markov models (HMM), stochastic context-free grammars 
(SCFG), and maximal entropy (ME). 

2.3.2. Information Extraction Architecture  

Feldman and Sanger identified four foremost components in a typical IE architecture: tokenization, 
morphological and lexical analysis, syntactic analysis, and domain analysis, as shown in Figure 4 [7].  

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Architecture of a typical Information Extraction system. 
 
Such components can also be seen as main phases in IE. First, tokenization divides the text into 

simple building blocks (i.e., tokens), such as numbers, words, sentences, paragraphs, sections and 
chapters. The second component, morphological and lexical analysis, include activities such as 
dropping common words (e.g., the, an, that), stemming, lemmatization, tagging, creating basic phrases, 
and clarifying ambiguous words and phrases.  

Stemming is a heuristic process that cuts off the prefixes and suffixes of words with the intention to 
reach their roots. For instance, the following words: learning, learner, pre-learn, and learn are stemmed 
to the root word: learn.  

Lemmatization is a process of determining the lemma or standard form for a given word, with the 
use of a vocabulary and morphological analysis of words. The word good is the lemma for words best, 
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good, and goodies. Part of speech (POS) tagging labels every word with a part of speech tags (e.g., NN 
- noun, VB - verb, VBD verb past tense, and PP personal pronoun). After identifying basic lexical 
elements in the text, the first step in the next component is syntactic analysis, which identifies entity 
types such as names, locations, organizations, and times. The words in the sentence are scanned while 
trying to match one of the patterns in the predefined set of regular expressions. Shallow parsing 
identifies the noun and verb groups, while deep parsing specifies their internal structure and role within 
the main sentence. Next, relations between entities are extracted by using domain specific patterns. 
Relations are usually considered at a sentence level. The patterns are developed using linguistic analysis 
and domain expert knowledge. Coreference, or anaphora resolution, is an important part of relationship 
extraction. It is a process of checking whether NLP expressions refer to the same entity. Anaphora 
resolution has two main approaches. The first approach is knowledge-based with manually encoded 
rules based on linguistic analysis. It is a very tedious and time consuming and, generally, doesn’t result 
in a robust system. The second approach, which is more prominent and the most successful, is machine 
learning based on a human annotated set of documents.  Refer to Table 2 for the main characteristics of 
both approaches. 

 
Table 2: 
Knowledge Engineering versus Learning Systems 

Knowledge Engineering Learning Systems 
Rule based. Use statistics or other machine learning. 

Developed by experienced language 
engineers. 

Developed by programmers who do not need language 
engineering experience. 

Require small amount of training data. Require large amounts of annotated training data. 

Development can be very time 
consuming. 

Development takes considerably less time. 

Some changes may be hard to 
accommodate. 

Some changes may require re-annotation of the entire 
training corpus. 

Make use of human intuition.  
  

 
Advanced IE Systems.  Other advanced IE systems use visual elements of a document, such as 

pictures, or whether the information is in the heading or footer. Such IE systems are called structural IE 
and are used to complement conventional IE processes.   

Probabilistic models. The most common are hidden Markov models (HMM), stochastic context-free 
grammar (SCFG), and maximal entropy (ME).  

2.4. Information Retrieval versus Information Extraction 

The main differences between Information Retrieval (IR) and Information Extraction (IE) systems 
are [11]: 

• IR systems find relevant texts and present complete text documents to the user. 
• IE systems analyze text and presents only specific information that is relevant to the user. 
• IE systems are more difficult and knowledge-intensive to build, being tied to particular domains 
and scenarios. 
• IE is more computationally intensive than IR. 
• In applications dealing with large text volumes, IE is potentially more efficient than IR because 
of the possibility of drastically reducing the amount of time that people spend reading texts. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

11



• Consider the user of an IR system who wants information on bank mergers by entering a list of 
relevant words and receives a set of documents which contain matches. The user would then have 
to read the documents and extract the required information manually. Conversely, an IE system 
would automatically populate a spreadsheet with the names of relevant banks and their mergers. 

2.5. Text Categorization 

Text categorization refers to the assignment of natural language texts to one or more predefined 
categories based on their content [15].  Text categorization can be single-label, binary, and multi-label.  

In single-label categorization, every document belongs to exactly one category. Binary 
categorization is a special case of a single-label category where the number of categories is two.  In 
multi-label categorization, each document can belong to many categories. An illustration of document 
categorization is shown in Figure 5.  

 

 

       

        

  

       

               

 

     Set of Documents   Document Categories 

Figure 5. An example of single-label Text Categorization 
 
Similar to the information extraction and other artificial intelligence tasks, there are two main 

approaches to text categorization: knowledge engineering, and machine learning. For knowledge 
engineering, the trained subject matter experts encode knowledge about categories manually into the 
system, either declaratively or (most commonly) in the form of classification rules. This approach can 
be quite expensive because it requires a lot of time and qualified people.  

Machine learning is an automatic approach that builds a set of categories from pre-classified 
documents that are called training documents. There are four main issues to be considered with the 
machine learning approach: a decision on the categories that will be used to classify the instances, 
obtaining a training set (i.e., approximately 30 examples for each category), a decision on the features 
that represent each of the instances, and an algorithm for the categorization [7]. Types of algorithms 
include: Probabilistic Classifiers, Bayesian Logistic Regression, Decision Tree Classifiers, Neural 
Networks, Regression Methods, Symbolic Rule Learning, and Support Vector Machines.  

In general, systems using the knowledge engineering approach provide better quality results. 
However, due to knowledge acquisition bottleneck, the machine learning approach is becoming more 
prominent for applications and research. 
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2.6. Text Clustering 

Text Clustering is a technique that assigns each of the documents from a collection into one, or more, 
smaller groups called clusters. Grouping of documents is based on examination of the words without 
any previous information. Good clustering occurs when every document is similar to a document from 
its cluster, and less similar to the documents outside of its cluster(s). Clustering is used in data analysis 
for document retrieval, image segmentation, and pattern classification.  

There are two main types of clustering: flat and hierarchical. Flat clustering partitions documents 
into a flat structure in which each document is placed in only one set. Hierarchical clustering groups 
documents into a nested chain of partitions. Each type can be either hard or soft. In hard clustering, 
each document can belong to only one cluster; whereas in soft clustering, documents belong to clusters 
with a fractional score between 0 and 1. An illustrative example of flat hard text clustering is shown in 
Figure 6. 

 
                                      
 

 

 

                                        

 

 

Set of Document                    Clusters 

Figure 6. An example of flat hard Text Clustering 
 
The documents need to be converted into vectors, in the feature space. The most common method 

is to use a bag-of-words document representation, where each word is a dimension inside the feature 
space. Each vector that represents a document has a component for each word. If a word is present in 
the document, then the component has a value of 1, or some other value; otherwise, 0. With a large 
document collection, the dimension feature space may be tens, or hundreds, of thousands. For that 
reason, feature selection is very important in terms of improving performance. The goal is to eliminate 
components (i.e., terms) that are irrelevant either due to infrequent occurrence or occur in a constant 
distribution among the different documents.  Latent Semantic Indexing is based on applying Singular 
Value Decomposition (SVD) and is an increasingly popular technique used for dimension reduction. 

The most commonly used algorithms for clustering are K-means, Expectation Maximization (EM), 
Probabilistic Clustering, Hierarchical Agglomerative Clustering (HAC), Nearest Neighbour 
Clustering, and the Buckshot. Consider the following details of a very prominent hard K-means 
algorithm. 

 
K-Means Algorithm. For internal representation of documents, the vector-space model is used and 

the cluster is represented as the centroid of the documents belonging to that cluster. Initially, documents 
are grouped into k clusters, randomly, or chosen by an external heuristic. Hence, the algorithm proceeds, 
as shown in Figure 5 [11].  
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initialize cluster centroids to arbitrary vectors 
while further improvement is possible do 
  for each document d do 
     find the cluster c whose centroid is most similar to d 
     assign d to this cluster c 
  end for 

  for each cluster c do 
     re-compute the centroid of cluster c based on documents assigned to it 
  end for 

end while  

Figure 5. The K-Means Algorithm. 
 
Formula for centroid Mi of a cluster Ci: 
Mi = |Ci|-1 ∑ x 
                 xCi 

 

The K-means algorithm maximizes the clustering quality function Q: 
 

Q(C1, C2, …, Ck ) =  ∑    ∑    Sim(x - Mi) 
                               Ci   xCi 

 

 This algorithm divides a collection of vectors into a set of clusters. 
Since K-means is efficient and simple, it is, therefore, commonly used. 
Text Clustering Evaluation. Comparing internal measures of clustering produced by different 

algorithms demonstrates which algorithm results in a better estimation of the general optimization 
problem. Other more relevant measures see how good clustering is for human use or for further 
processing. For this, the most common measure is purity.   

Purity(Ci) = maxj |Lj ∩ Ci|/|Ci| 

Where {L1, L2, …, Ln} are the manually labelled classes of documents, and {C1, C2, …, Cm} are the 
clusters returned by the clustering process. Other measures are entropy and mutual information.  Yet, 
the most useful is the measure of the utility of the resulting clustering in its intended application [7].  

2.7. Text Categorization versus Text Clustering  

The main differences between text categorization and text clustering are: 
• Categorization is a supervised process while clustering is an unsupervised process  
• Categorization labels each document with a category, but clustering does not 
• Categorization requires a rule that will accurately assign labels to documents, or training a 
classifier, while clustering groups documents into clusters based on how similar each is to another 
• With categorization, we know how many classes there will be 
• Although, with categorization, we assume that there will be a natural dissection, we don’t know 
how many clusters there will be. 

2.8. Core Mining Operations  

Pattern Discovery.  Four of the most common types of patterns found in text mining are distributions, 
frequent sets, near frequent sets, and associations. Distributions are looking for concept selection (i.e., 
a sub-collection of a complete document collection) and its behavior. A frequent concept set is a group 
of concepts represented in the document collection with co-occurrences at or above, a minimal support 
level. Near frequent concept sets find relations between frequent sets of concepts. Associations are 
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directed relations between concepts or set of concepts. Wong, Whitney, and Thomas define an 
association as an implication of the form X→Y where X is a set of antecedent items and Y is the 
consequent item [12]. An example of an association in data and text mining is that 90-percent of 
newcomers who open their first saving account with a bank will also obtain a credit account with the 
same bank. 

Trend Analysis. Trend analysis in text mining refers to the analysis of concept distribution across 
several document subsets over time. This core mining operation is based on the notion that concept 
distributions are functions of document collections. For example, one can compare news articles about 
various banks’ performances of the last and second last quarter of the current year. Such a comparison 
will highlight points where proportion changed between two time periods.   

Ephemeral Association. Ephemeral associations are investigations on the influence of the most 
occurring concepts in a period on other concepts. Examples include news stories about sub-prime 
mortgages that correlate with the emergence of stories about new rules on risk reporting.  

2.9. Data Mining versus Text Mining 

The difference between regular data mining and text mining is that, in text mining, the patterns are 
extracted from natural language text rather than from structured databases [1]. Both text and data mining 
deal with a large volume of data and have the same ultimate goal to discover new trends and patterns 
for, most commonly, better decision making. Data mining, also known as Knowledge Discovery in 
Databases, is a more mature discipline that has lent a variety of its own techniques, methods, and 
algorithms to text mining. The main difference is that text mining deals with unstructured data, which 
introduces another level of complexity.  

Metaphor ‘mining’ (in both data and text mining) is used to highlight the extraction of valuable 
knowledge from a large amount of data or information. Hearst argues that mining might not be the best 
metaphor and emphasizes that data mining applications do not discover new factoids; instead, these 
tend to be (semi) automated discoveries of trends and patterns across very large datasets, usually for 
the purposes of decision making [1]. 

2.10. Text Mining Applications 

Text mining tools have been proven to work particularly well in the following three areas: corporate 
finance (e.g., business intelligence, noting trends, identifying correlations, researching references to 
specific transactions, corporate entities or persons, etc.), patent research (e.g., investigating patent 
development strategies, finding ways to exploit existing corporate patent assets even better), and life 
science (e.g., explore vast collections of biomedical research reports to identify complex patterns of 
interactivities between proteins). Other common text mining applications include survey analysis, crime 
pattern analysis, and call center data analysis. There are many Text Mining tools available, with some 
of the most prominent being: SAS (Statistical Analysis System) Text Miner, GATE (General 
Architecture for Text Engineering), IBM SPSS (Statistical Package for the Social Sciences) Modeler 
Text Analytics, IBM Watson, Apache OpenNLP, UIMA (Unstructured Information Management 
Architecture), Google Cloud NLP, Amazon Comprehend, Discover Text, Datavid Rover, R, Python, 
Oracle Miner, and DB2. 

3. Contribution 

This work is primarily an overview of text mining and its main techniques, including: information 
retrieval, information extraction, text classification, text clustering, and core mining operations. Future 
work into text mining can introduce tools to be evaluated with an expanded set of evaluation criteria. 
Tools to consider are SAS Text Miner, Datavid Rover, and Apache OpenNLP 
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4. Conculsions 

The rapid development of computer systems has made it easy to store large amounts of data. The 
increasing number of text documents that exist on corporate networks, the Internet, FTP resources, 
news, email, social media and other online resources can be overwhelming. Traditionally, information 
systems deal with structured data. Text mining delivers an impressive attempt to understand natural 
language text. This is not a one-step process; rather, it involves many processes and such techniques as 
information retrieval, natural language processing, machine learning, information extraction, text 
categorization, text clustering, pattern identification, and trend analysis.  

The most productive subject areas for text mining include corporate finance, patent research, life 
science, survey analysis, crime pattern analysis, and call center data analysis.  

Text mining tools are crucial for dealing with large amounts of text. The main limitations with text 
mining models and techniques are due to the logical structure of text and the nature of the complex 
semantic relationship.  Even though some of the tools appear to be very powerful, there are none that 
actually understand text. However, the rapid development of text mining tools along with other areas 
in data science continues to assure us that some of the limitations hampering these tools will be 
addressed in a relatively short period of time. 
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Abstract: 
Recent disasters around the globe strongly indicate that most challenging territories for 
managing floods and forest fires are the cross border ones. Various reasons (economic, social, 
political, cultural) make it difficult to agree, establish and implement joint strategies and 
policies dealing with climate change impacts, societies’ resilience and emergency 
management. A huge identified deficit in exploitation of research and projects’ outputs to 
strengthen civil protection systems exists at border areas. Available technological 
advancements and innovations do not reach fire brigade, forestry and civil protection services.  
This is due to lack of personnel, high rigidity in existing plans and procedures, inability to 
create cross border standard operation procedures and most importantly to identify the cross 
border area as a single area of intervention prior and during an emergency. Project Cross Border 
Complex Floods and Forest Fires Prevention and Management (SOLVE) focuses on joint 
actions for most common risks (forest fires and floods). This paper gives an overview of the 
modern IT equipment and software for training, modeling and data analysis for flood and forest 
fire prevention, protection and management acquired within this project. The paper also, 
emphasizes future potentials of the equipment in terms of using data gathered in the project for 
prediction in combination with potentials of machine learning.   
 
Keywords: floods, forest fires, cross border, IT equipment, machine learning in fire/flood 
prediction 
 

1. Introduction 

Recent global disasters underscore the complexities faced in managing floods and forest fires, 
particularly in border regions. Economic, social, political, and cultural differences pose barriers in 
establishing joint strategies and policies for climate change adaptation, societal resilience, and 
emergency management. These challenges have resulted in an identified deficit in leveraging research 
and project outputs to fortify civil protection systems, hindering the adoption of technological 
advancements by fire brigades, forestry, and civil protection services. 

The Republic of North Macedonia and Greece came together to strengthen their civil protection 
services and emergency management by initiating the "Cross Border Complex Floods and Forest Fires 
Prevention and Management" project with the acronym SOLVE. This project is an indication how 
borders can benefit rather than limit neighboring nations, especially in times of crisis and emergency.  

The project’s objective is to minimize risks from forest fires and floods in the long term, 
transforming cross-border regions from vulnerability to resilience. By implementing joint actions, 
conducting large-scale exercises, and emphasizing immediate results utilization, SOLVE sets a good 
practice example for effective disaster risk reduction that emphasizes cross-border cooperation. 

Main outputs of the project were: a) Modern equipment and joint training of operational teams (1st 
responders), b) Provision of scientific support and knowledge (through innovative approaches, 
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methodologies and tools to operational decision making, c) Capitalization and mainstreaming of results, 
and d) active citizens’ participation to prevention of activities through Participatory GIS platform and 
focused actions. Such approach is novel and fosters the cross border cooperation at a sustainable basis, 
following the provisions of new civil protection law 4662/2020 and the 2020 cross border collaboration 
guidelines of DG ECHO. 

SOLVE has a dual character approach: a) Working on most common risks, building on past and 
ongoing successful projects’ results and b) joint actions not only at the levels of risk assessment, early 
warning and management procedures, but also at conducting large scale joint exercises, common 
training and immediate exploitation of results both at policy and operational levels. The overall SOLVE 
objective is to minimize the risks from forest fires (including Wild Urban Interface ones) and Floods 
(including flash and urban floods) for the Florina regional unit & Pelagonia region in a long-term basis 
and in a way that can be replicated in other cross border areas. 

The project’s lead partners were the Decentralised Administration of Epirus and West Macedonia 
based in Ioannina, Greece, the Center for Development of Pelagonia Region, University St. Kliment 
Ohridski – Bitola (UKLO), and the University of Western Macedonia. 

About 45 professors, involved from UKLO, shared their academic expertise and scientific 
knowledge with the community and relevant institutions, with the aim of increasing risks and 
preparedness for attacks by forest fires and floods at five levels. The first level included fire and flood 
prevention and was based on risk assessment. The second one was protection and included the 
application of structural and eco-system measures to reduce the dangers of forest fires and floods. The 
third level was preparedness and included the activities of hazard forecasting, early warning and 
preparation of appropriate emergency plans. The fourth level was response and included activities 
related to how to raise the quality of stocks immediately after the occurrence of a forest fire or flood. 
The last level titled recovery was concerned with identifying measures for short and long term recovery 
of areas affected by fires and floods. 

Faculty of Information and Communication technologies (FICT) as a unit of UKLO was responsible 
for the preparation of the technical specifications and technical offer of modern IT equipment and 
software for training, modeling and data analysis for prevention, protection and dealing with floods and 
forest fires. These deliverables were carried out in 4 lots in Bitola, with financial assistance from 
Interreg IPA Cross-Border Cooperation Program "Greece - Republic of North Macedonia 2014-2020".  

The rest of the paper is stuctured as follows. The next main section of the paper describes the 
technical specifications and technical offer about IT equipment and software within the SOLVE project. 
The content is subdivided and presented according to the 4 project lots in Section 2.1, Section 2.2, 
Section 2.3 and Section 2.4, respectively. We conclude in Section 3 and discuss potentials of the 
equipment in combinations with prospects of machine learning in Section 4. 

2. Technical specifications and technical offer about IT equipment and 
software 

The management of disasters and emergencies is a multi-faceted task that requires involvement of 
a wide range of actors. These actors typically include public authorities, civil protection authorities, 
local governments, police, fire brigade, first responders, volunteers, and critical infrastructure operators. 
The entirety of aforementioned actors shall be equipped with a mixture of competencies, in order to 
prove effective during crises. The basis of the project implementation is the exploitation of the emerging 
IT equipment and software for training, modeling and data analysis for prevention, protection and 
dealing with floods and forest fires. For the purpose of the project the preparation of the technical 
specifications and technical offer about IT equipment and software was made in 4 lots i.e.: 

• Virtual reality mobile training center (Projection Dome, Fire simulator training software,  
Laptops),    
• Software tools for citizen participation in civil protection 

• Specialized equipment for analysing flooding data (aerial vehicle – drone, wireless sensor 
network with LoraWAN sensors for water level detection and flood detection) 
• Specialized equipment for analysing forest fire data (aerial vehicle – drone, wireless sensor 
network with LoraWAN sensors for forest fire detection) 
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2.1. Virtual reality mobile training center – Lot No.1 

The basis of the Lot No.1 is the exploitation of the emerging technology of Virtual Reality. This 
technology has grown rapidly in recent years and the ability to fully immerse into virtual worlds and 
realistic experiences makes it highly effective in educational, experiential or training applications. 
According to [1], people remember 10% of what they read, 20% of what they hear, 30% of what they 
see, and 90% of what they do. Therefore, VR is an incredibly powerful tool for training so far as it is 
based on a learning-by-doing approach. For that purpose, a 3 meter open faced dome was procured 
within the project [2].  For collaborative and immersive learning experiences to students the dome is 
placed in the Center for Virtual Engineering in the Faculty of information and communication 
technologies - Bitola, Figure 1. Its dimensions are the following ones: height: 3 m, area 7.1 m2, screen 
14,1 m2, capacity (seating/standing) 5/7.  

The dome theater is a new format of seeing and showing things, where a VR immersive experience 
is not individualized, but actually, a shared social activity. When it comes to digital dome projection, 
the quality of the projected image is of the utmost importance.  

 

 
Figure 1: 3 meter open faced dome 

 
There are many factors that influence the final image, but three components of the dome projection 

system which can be particularly emphasized are: the screen, the projectors, and the media server. 
• The screen - is the thing the whole audience is looking at, but ideally, they should not really 
see the screen, just the image. Negative-pressure technology, suspends the screen evenly inside the 
dome, stretching it outwards to create a wrinkle free surface. Screen gain, the amount of light 
reflected off the surface, is critical. In a dome, the reflected light falls on other parts of the screen, 
lowering the contrast of the image, whereas in a regular cinema the reflection would hit the walls, 
ceiling, and floor. Therefore, a dome screen is not white, as might be expected, but grey. Exactly 
what shade of grey depends on the size of the dome and the projectors. Because projectors are placed 
around the perimeter of the dome in proximity to the screen, all the fabrics are tested and certified 
as a flame retardant. 
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• The projectors - the system consists of four digital light processing (DLP) projection modules 
mounted around the dome perimeter on a rig with resolution 3K. FP HD X4 provides an image 
quality that is six times better than that of a regular single-channel projection system. A fully 
immersive effect and an unforgettable experience are guaranteed with these projectors. 
• The media server - the heart of the projection system is the media server (this dome uses a 
single-server solution). Unlike some systems where there is one media server for each projector, 
with content pre-split for each, another server to synchronize everything, and perhaps another for 
calibration and blending, this single-server solution supports up to 64 projectors. This includes fully 
automatic camera-based calibration, which eliminates the need for manual masking, blending and 
pre-splitting content. Fulldome.pro media server supports Fulldome live real-time content input 
from external sources. 
After installing the projectors and pointing them in roughly the right direction, a camera with a 

fisheye lens is placed in the center of the dome. The operator connects the camera to the single media 
server and starts the calibration process. Fully-automated calibration software takes care of the rest. 
Each projector displays a series of patterns on the screen, which are captured by the camera and 
analyzed. The software works out where each projector overlaps with others and maps the intensity 
over the entire screen and a full calibration is completed in under 15 minutes. In most cases, calibration 
only needs to be performed once for a perfect dome image. But there are times where a few tweaks may 
be required. Settings can be adjusted to compensate for stray light, objects inside the projection dome, 
and other factors. Once these parameters are set, the system will be able to calibrate despite the 
interference.  

An extensive fulldome content starter package is included with the purchase of every Fulldome.pro 
projection system. 

An integral part of Lot No.1 represents a software for Fire Simulation and Training SimUshare 
[3]. SimUShare is a state-of-the-art fire simulator software package, designed to produce ultra-realistic 
simulations including fire incidents, hazardous material situations, and a wide range of other emergency 
scenarios. With incredible realism, it delivers a truly immersive training experience, improving the 
decision-making skills that are vital for emergency responders. Screenshot of creating a basic 
simulation using this software is presented in Figure 2. 
 

 
Figure 2: Creating a Basic Simulation with SimUshare  
 

The features that make this software the most versatile fire simulator on the market arе [4]: 
• Possibility to use own pictures – а realistic situations can be created by including pictures of 
buildings and structures within response area. Also images of apparatus and tools for a fully 
immersive experience can be added. 
• Support of critical training requirements - SimUshare’s customizable training environment 
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creates the conditions and elements needed for company officer, incident command, and size-up 
training.  
• Possibility to conduct remote or in-person real-time simulation training - flexibility is key 
and SimUshare allows to conduct real-time simulation training, regardless of participant location – 
virtual or on-site. 
• Possibility to embed the simulations – simulations can be embeded into learning management 
systems, websites, or emails for easy access. 
• Possibility to build simulations across all industries – first response training goes beyond 
fire departments. SimUshare is the proven leader in other first-response environments like the 
military, industrial safety, schools, and more. 
• Interactive walkthroughs – interactive walkthroughs of any building through a simple click 
of a button can be created. 
• Promotional exams – SimUshare is the perfect tool to create promotional exam scenarios that 
provide instant performance feedback to the team members. 
• Simple to use - Unlike others, SimUshare is incredibly intuitive and easy to learn. There is 
nothing to download and they offer helpful tutorials. Highly responsive support team is also at 
disposal. 
• Evolve simulation conditions – SimUshare allows to configure simulations to change 
conditions on the ground based on elapsed time or participant decisions. 
• Built-in checklist functionality – one can еasily create helpful checklists, so participants can 
follow prescribed SOP’s and protocol. 
• Internal messaging – SimUshare’s built-in messaging function allows participants to 
communicate with each other in real-time. 

For training, modeling and data analysis for flood and forest fire prevention, protection and 
management in project SOLVE seven laptops Legion Slim 5 16APH8 were also procured [5]. Тheir 
configuration is as follows: Processor: AMD Ryzen 7 7840HS, Graphics: NVIDIA GeForce RTX 4070 
8GB GDDR6, Max Memory: Up to 32GB DDR5-5600 offering, Storage Type: M.2 2280 SSD 1TB, 
Display: 16" WQXGA (2560x1600) 300nits, Camera: FHD 1080p, with E-shutter, fixed focus, 
Warranty: 24 months, Operating System: Installed licensed Windows 10 pro. 

2.2. Software tools for citizen participation in civil protection– Lot No.2 

Participatory GIS application “SOLVE” for participation of citizens in civil protection prevention, 
preparedness and management activities was developed for the Lot No.2, Figure 3.  

 

 
Figure 3: Main page of the application “SOLVE” 
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Authorities who have access can publish events with all specific details that will be publicly visible 
for all users. Users (registered or not registered) can put comments with pictures for the published events 
but will not be able to change and add official data of the event. Gathered information from them will 
be only through comments to avoid abuse and mislead. Particular users, groups or agencies can be given 
rights by super-administrator to change and add official data. 

For each published event, a corresponding icon is displayed on the map at the location of that event. 
If multiple images are uploaded for a given event, each image can be viewed separately by clicking on 
the corresponding thumbnail in the bar below the large image window.  

“SOLVE” is GIS application which contains geospatial maps and also allows super-administrators 
to introduce new geospatial maps trough settings menu. Every information for events is time tagged 
and date and time of publishing is clearly shown so development of each event can be followed.  

“SOLVE” is developed as WEB, Android and IOS application hosted on solve.mk domain [6]. 

2.3. Specialized equipment for analysing floods– Lot No.3 

Specialized equipment for analysing floods (Lot No.3) consist of one aerial vehicle – drone (DJI 
Mavic 3), four pices of Milesight EM500-SWL LoRaWAN and two of Ultrasonic Distance/Level 
Sensor EM500-UDL sensors for water level detection and flood detection. 

The DJI Mavic 3 drone can be a valuable tool in managing and responding to flood situations, 
Figure 4. It stands as a testament to the drone industry’s phenomenal growth and innovation. This high-
end consumer drone is a marvel of engineering and design, showcasing a perfect balance between 
advanced features and user-friendly functionality. One of the most striking features is its dual-camera 
setup, offering both a wide-angle and a telephoto lens, ensuring that aerial photographers and 
videographers have more creative options than ever before. With a robust flight time, the Mavic 3 
ensures remaining in the air longer, capturing those critical shots. 

By using a comprehensive set of sensors, the Mavic 3 can navigate complex environments with ease, 
making it safer for both beginners and professionals. The O3+ Transmission system guarantees a 
stronger, more stable connection between the drone and controller, even in environments filled with 
interference. Furthermore, its compact and foldable design ensures portability without compromising 
on the features.  

 

 
Figure 4: DJI Mavic 3 drone 
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The DJI Mavic 3 has a maximum Flight Time of 46 minutes and maximum Hovering Time of 40 
minutes in an environment with windless conditions [7].  
In Flood Situations, DJI Mavic 3 can play a role in following scenarios: 

• Damage assessment: The Mavic 3’s ability to fly over flooded areas provides a clear view of 
the extent of flooding, which is crucial for assessing damage to infrastructure and properties. 
• Monitoring water levels: By capturing images and videos over time, the drone can help 
monitor changes in water levels, which can be used to predict future flooding or understand the 
impact of ongoing flooding. 
• Search and rescue: Similar to its role in fire situations, the Mavic 3 can aid in search and 
rescue operations by identifying people stranded in flooded areas or assessing conditions from a safe 
distance. 
• Infrastructure inspection: The drone can inspect critical infrastructure such as bridges, roads, 
and dams to identify potential damage or weaknesses that could exacerbate flooding. 
• Data collection: It helps gather valuable data for research and planning purposes, aiding in 
better preparation for future floods and improving response strategies. 
EM500 series is a sensor mainly used for outdoor environment through wireless LoRa network. 

EM500 series sensors is made up of a LoRa transceiver and a sensor. Among them, ultrasonic sensors 
and gas sensors are combined with LoRa transceiver. 

EM500 device is battery powered and designed for multiple mounting ways. It is equipped with 
NFC (Near Field Communication) and can easily be configured by a smartphone or a PC software. 

Sensor data are transmitted in real-time using standard LoRaWAN protocol. LoRaWAN enables 
encrypted radio transmissions over long distance while consuming very little power. The user can obtain 
sensor data and view the trend of data change through Milesight IoT Cloud or through the user's own 
Network Server. Features include [8]: 

• Up to 15 km communication range; 
• Easy configuration via NFC; 
• Standard LoRaWAN support; 
• Milesight IoT Cloud compliant; 
• Low power consumption with 19000mAh replaceable battery. 
EM500 series can be monitored and configured via ToolBox App or ToolBox software. LoRaWAN 

settings are used for configuring the transmission parameters in LoRaWAN network. EM500 devices 
support configuration backup for easy and quick device configuration in bulk. 

ЕM500 series can be managed by Milesight IoT Cloud platform. Milesight IoT cloud is a 
comprehensive platform that provides multiple services including device remote management and data 
visualization with the easiest operation procedures. Before operating following steps, a Milesight IoT 
Cloud account is needed. 

Submersible water level sensor EM500-SWL, Figure 5, is designed for measuring liquid level in 
harsh environments and transmitting data using LoRaWAN technology.  

With this low power consumption technology, EM500-SWL can work up to 10 years with 19000 
mAh battery [9]. Combining with Milesight LoRaWAN gateway and Milesight IoT Cloud solution, 
users can manage all sensor data remotely and visually. EM500-SWL is widely used for applications 
like tank level monitoring, river level monitoring, etc. 

Ultrasonic Distance/Level Sensor EM500-UDL, Figure 6, is designed to make measurements of 
various kinds of liquids or objects much easier through ultrasonic waves, making it applicable in 
industries of many kinds. Supported with ultrasonic waves, a non-contact detection technology, the 
device is able to detect a wide range of liquids, including corrosive chemicals while providing 
impressive measuring precision of up to ±1% accuracy [10]. This allows the device to integrate 
seamlessly with numerous industrial applications, especially in the plastic, petroleum, fertilizer, and 
other industries that involve large usage of chemicals. The device offers an extensive measurement 
range of 0.25 to 10m with a variety of probing options depending on the choice. It is also highly 
competent in measuring containers of distinct sizes, including containers with small openings. The 
device can be tailor-made for diverse scenarios. The device is boasted with an exceptional IP67 and UV 
resistance performance that allows it to perform superbly even in harsh working environments, making 
it ideal for industrial and outdoor applications like ski resorts, manufacturing industries, and more. 
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Figure 5: Submersible water level sensor EM500-SWL 
 

 
Figure 6: Ultrasonic Distance/Level Sensor EM500-UDL 

2.4. Specialized equipment for analysing fire – Lot No.4 

Specialized equipment for analysing fire (Lot No.4) consists of one aerial vehicle – drone (DJI 
Mavic 3) and ten pieces of Carbone Dioxide Sensor (4 in 1) EM500-CO2. 

DJI Mavic 3 in Fire Situations, can play a role in following scenarios: 
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• Aerial surveillance: The Mavic 3 can provide real-time aerial views of fire-affected areas. This 
helps firefighters assess the extent of the fire, identify hotspots, and determine safe routes for 
firefighting efforts. 
• Mapping and planning: The drone’s high-resolution camera and advanced imaging 
capabilities allow for the creation of detailed maps and 3D models of the fire-affected areas. This 
helps in planning evacuation routes, resource allocation, and strategy formulation. 
• Search and rescue: Equipped with thermal imaging, the Mavic 3 can assist in locating people 
who might be trapped or in distress, especially in low visibility conditions or dense smoke. 
• Damage assessment: After the fire, the drone can be used to assess damage and gather 
information for insurance claims, recovery planning, and rebuilding efforts. 
EM500-CO2, Figure 7, is designed for monitoring CO2 concentration, temperature, humidity and 

barometric pressure in outdoor scenarios. EM500-CO2 is designed for measuring gaseous carbon 
dioxide (CO2) concentration in harsh environments. It is useful in applications where knowing CO2 
level is important such as e.g., greenhouse, building ventilation, fruit and vegetable storage. Besides, it 
also supports temperature, humidity and barometric pressure measurement. EM500-CO2 can function 
properly even in demanding outdoor and harsh environments [11]. 

 

 
Figure 7: Carbone Dioxide Sensor (4 in 1) EM500-CO2 

3. Conclusions 

University St. Kliment Ohridski – Bitola, together with the Center for the Development of the 
Pelagonian Planning Region - Bitola and two partners from Greece, the University of Kozani and the 
Region of Western Macedonia, with the project SOLVE joined with the aim of increasing the capacities 
of the region to deal with forest fires and floods. SOLVE created a coherent risk prevention and 
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management strategy and capacity building framework to exploit on existing or underdeveloped 
prevention and mitigation strategies and tools. SOLVE approach transforms cross border area from 
problematic one concerning disaster risk reduction and management into a promising one fostering and 
facilitating cooperation. With this project, UKLO actively engaged with its knowledge to contribute to 
the community's efforts to reduce the risks of forest fires and floods. It received modern IT equipment 
and software for training, modeling and data analysis for flood and forest fire prevention, protection 
and management worth more than 100,000 euros. With this project, UKLO represents a regional leading 
institution in the areas of risk assessment and strengthening preparedness for dealing with natural 
disasters. 

4. Further Research 

As an addition to the work done in project SOLVE, we would like to discuss the prospects of the 
equipment procured in the project in correlation to the potentials of machine learning in leveraging the 
data gathered from the sensors and drones and also software application created in the project.  

There are numerous scientific efforts where artificial intelligence and machine learning are used in 
the field of fire and flood management. Autors of [12] invented the concept of Intelligent Software 
Agents (ISA) for forest fire prevention and fighting. In [13] a decision support system for managing 
forest fire casualties is created. The system integrates GIS technologies and utilizes a common user 
interface based on semi-automatic satellite image processing (fuel maps), socio-economic risk 
modelling and probabilistic models that would serve as a useful tool for forest fire prevention, planning 
and management. Federal Emergency Management Agency (FEMA) uses Software for Flood Mapping 
whose data could be used to implement prediction models of flood prevention [14].  

Machine learning algorithms have the potential to recognize patterns and correlations within data, 
so prediction of the possibility of fires and floods or the progression of their expansion could be done. 
Similarly, the vulnerability of particular regions to fire/flood could be estimated. Moreover, predictions 
can then be used to inform management and policy decisions, as well as assist in the planning of 
response actions [15].  

Fire and flood risk management is only effective if all stakeholders contribute their resources under 
a common goal of increasing capacity and reducing vulnerability. Machine learning plays a significant 
role in predicting forest fires and floods by analyzing vast amounts of data and identifying patterns that 
can indicate the likelihood of these events. 

Our sensors could be used to detect fire or flood, drones could be used for remote oversight, but in 
order to implement machine learning driven solution for fire and flood management there is no unique 
solution. Consequently, we have to explore the possibilities of our equipment, to enlarge the scope of 
data acquisition from different sources, e.g. weather forecast, satellite images, etc. and define the model 
of machine learning for fire and flood prediction. Further research in this field will open potentials for 
even earlier reaction on the emerging disaster and effective management, lowering the risks and 
performing faster and more successful regeneration.  
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Abstract: 
The article presents the results of research carried out within the framework of a large scientific 
project supported by the Ministry of Science and Higher Education of the Russian Federation. 
The project is aimed at creating new methods and technologies for integrated environmental 
monitoring and forecasting based on digital platforms that collect, store, process, analyze large 
arrays of heterogeneous spatial and temporal data, as well as a set of mathematical and 
information models, services and machine learning methods and their validation for the Baikal 
Natural Territory. The authors have developed a digital platform that is the integrating basis of 
digital environmental monitoring. The digital platform provides accumulation, exchange and 
management of environmental monitoring data in a structured form. The digital platform also 
provides the development and execution of services for all participants of the digital ecosystem 
(monitoring participants). 
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1. Introduction 

The Baikal Natural Territory (BNT) is a complex natural complex, where Lake Baikal, recognized 
by UNESCO as a World Natural Heritage Site, is located. There are a number of environmental 
problems in the BNT. Large cities and industrial centers located in the southern part of the BNT are 
sources of air, water and soil pollution, which in turn affects the health of the population. In addition to 
environmental problems of anthropogenic nature, there are dangerous geodynamic processes in the 
BNT (seismicity, landslides, rockslides, mudflows, etc.), as well as problems with the state of boreal 
forests (including epidemiological damage, spread of pests, natural fires, climate change, etc.). The 
development of means and methods of comprehensive geo-ecological control is an important task for 
the conservation of Lake Baikal ecosystem and the whole BNT. 

2. Digital platform for environmental research  

To implement digital environmental monitoring of the Baikal natural territory, the ISDCT SB RAS 
is developing a digital platform (DP) [1-3] (Fig.1), which unites researchers from scientific institutes, 
employees of departmental organizations and provides them with support for integrated analysis of 
monitoring data, forecasting and development of recommendations for the conservation of Lake Baikal 
and adjacent territories. Modern approaches to the creation of digital platforms [4, 5] are usually based 
on the use of service-oriented architecture (SOA) [6]. This architecture allows to implement a unified 
information environment supporting algorithmic mutually beneficial relationships of a significant 
number of independent participants of any process (e.g., environmental monitoring). Within SOA, each 
participant provides the results of its activity in the form of services, which allows instant access to data 
and processing methods without the need for coordination. SOA significantly speeds up research. To 
unify services in the digital platform, the Web Processing Service (WPS) standard being developed by 
the Open Geospatial Consortium [7] is used. WPS regulates the service invocation protocol and 
metadata exchange. One of the key entities of SOA is service composition [8], which defines a 
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computational process in which services of different collectives participate, using control constructs 
such as sequencing, branching and loops. Accordingly, integrating the work of different collectives to 
solve complex problems based on a digital platform leads to a variety of service compositions. The 
digital platform enables the development and application of service compositions, which increases the 
level of automation of problem solving, from data entry to publication of results. 
 

 
Figure 1: Digital platform for environmental research 
 

The digital platform developed under the project acts as an integrating framework for digital 
environmental monitoring, is an environment for accumulation, exchange and management of data in a 
structured form, as well as a system for calling business functions with services of participants of the 
digital ecosystem (monitoring participants) connected to it through technological interfaces. The digital 
platform of environmental monitoring consists of three basic components: instrumental, infrastructural 
and application digital platforms. The Instrumental Digital Platform (IDP) provides access to the 
participants of the digital ecosystem of monitoring to the development and debugging of applied 
information and software-hardware, providing them with tool services for processing spatial and 
temporal data and their interfaces. The IDP includes tools for creating three main types of components 
embedded in a common environment: 

1. development of WPS services and their compositions designed for software data processing, 
realizing software interoperability standards; 
2. creation of data exchange services that provide and make available thematic data collection; 
3. deployment of geoportals providing access to thematic data and services. 
The IDP contains tools for creating generic geoportals and services in a cloud data center 

environment. Creation is based on pre-configured virtual machine templates. For WPS services there 
are templates with Zoo project [9], 52°North Web Processing Service systems that simplify realization 
of WPS standard. 

The Infrastructure Digital Platform (InfDP) provides the creation of applied hardware and software 
monitoring tools, thematic WPS services of data processing and distributed data storage based on a 
high-performance information and analytical environment, service-oriented and end-to-end 
technologies. The InfDP contains means of data delivery, processing, storage, as well as InfDP 
deployment infrastructure, services (software solutions based on PPI), means of development, 
debugging and integration of services. In order to solve the project tasks, a computing infrastructure is 
deployed on the basis of the IICN IREC [10], which provides all project participants with the ability to 
store large volumes of multiformat spatial and temporal data, high-speed access to them and the ability 
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to perform high-loaded calculations. The infrastructure consists of a 10G-Ethernet-based high-speed 
data transmission network connected storage system based on Infortrend EonStor GS 1000 Gen2 (736 
TB of capacity), high-performance storage system based on HPE MSA 2060 (27 TB of capacity), high-
speed storage area network (SAN) operating on the basis of Fibre Channel 12G protocol, computing 
cluster of 15 servers with NVidia RTX- 3080, 3090 GPUs (for machine learning). On the basis of the 
main infrastructure components, using VMWare vSphere 7 virtualization system, a cloud platform was 
formed, consolidating network and computing resources with resources of data storage systems 
(network) and flexibly providing them for all systems and services of the project. 

The applied digital platform (ADP) operates processed data at the level of a separate group or type 
of monitoring as a whole, as well as supports the algorithmic exchange of services between independent 
participants of the digital ecosystem using a unified information and analytical environment and 
technological infrastructure. The ADP (Fig. 2) consists of a digital monitoring geoportal, data provision 
services and thematic WPS services. 

 

 
Figure 2: Example of applied digital platform 

3. Monitoring technologies based on Earth remote sensing data 

The project pays special attention to monitoring methods based on Earth remote sensing (ERS) data 
processing. A considerable amount of information has been collected: Sentinel-2 satellite images of the 
Irkutsk Region and the Republic of Buryatia for three years occupy more than 57 terabytes (21 thousand 
images). To organize a convenient search for space images and quick access to them, a remote sensing 
data catalog was created, a possibility to display images on the map and support for acquisition of space 
images of the Earth's surface from various sources was implemented. The images are stored in IICN 
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IREC storage, their registration is performed by the developed data acquisition components. Image 
search with regard to sensor, cloud cover, position and date is implemented.  

To organize environmental monitoring in large areas, a technology and Web-service (Fig. 3) for 
classification of multispectral space images Sentinel-2 has been developed [11]. Classification of space 
images is carried out using the ResNet50 neural network. The technology allows to define a set of 
classes (surface types), prepare a training sample, verify and classify a large number of images. The 
training sample is generated using the Web interface based on Sentinel-2 satellite images and field 
surveys. As input data, the neural network accepts 13 Sentinel-2 channels and a channel built on the 
basis of local binary patterns to account for textural characteristics. Characteristic feature classes are 
identified for the BPT: Bogs, Bare Rock, Grassland, Clearings, Transitional Forest/shrubs, Coniferous 
Forest, Riparian Forest, Deciduous Forest, Mixed Forest, Clouds, Cropland, Residential Area, and 
Water. 134 space images of BNT were marked, the number of polygonal objects - 2246 pieces, the area 
of more than 5900 square kilometers. The average classification accuracy amounted to 95%. The 
developed Web-service allows to increase the efficiency of monitoring of large territories. 
Classification technology can be used to solve actual problems of large natural areas, in particular, to 
analyze changes in the forest fund (logging, fires, restoration dynamics), assess the impact of climate 
change on the landscape, analyze the dynamics of development, inventory of agricultural land, etc. 
 

 
Figure 3: Example of the result of space images classification 

4. Web services for environmental monitoring 

The project has created a number of services that solve demanded tasks for the environmental 
monitoring of BNT. All services are implemented using the components of the instrumental digital 
platform and support the developed interfaces and data exchange services, which allows simplifying 
the integration of services and solving complex tasks. The developed services are embedded in the CP 
and can be applied by users for different tasks. Transaction costs, in this case time costs, are reduced 
due to the allocation of computing resources that are in constant access, reduction of human 
participation, standardization of the protocol of service invocation, etc. The created services realize 
modern methods of data processing and provide unique data of ecological monitoring of BNT. The 
following thematic services were developed to support digital environmental monitoring of the BNT 
and Lake Baikal:  

• Monitoring service based on remote sensing data processing; 
• Biodiversity monitoring service; 
• Service for monitoring of hazardous geological processes; 
• Atmospheric pollution monitoring service based on data from reference stations; 
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• Atmospheric pollution monitoring service based on Sentinel-5P satellite data (Fig.4); 
• Thunderstorm activity monitoring service; 
• Service for monitoring pollution of aquatic ecosystems; 
• Service of forest fire risk analysis and forecasting; 
• Service for registration of bites by ixodal ticks; 
• Service for assessing the impact of forest fires on respiratory organs; 
• Service of identification and assessment of changes in the state of vegetation cover; 
• Service "Gas and aerosol impurities". 
• Service "Generalized data of automatic atmospheric control stations" 
• Service "Concentration of substances affecting respiratory organs"; Service "Concentration of 
substances affecting respiratory organs" 
• Service "Atmospheric pollution index"; 
• Service "Catalog of earthquakes" (Fig.5); 
• Service "Fault Field"; 
• Service "Forest-pathological monitoring"; 
• Service "The burning of the forest"; 
• Service "Felling (forest)"; 
• Service "Phthalates content in water of Selenga River delta channels"; 
• Service "Level of pH (degree of acidity) in water by seasons"; 
• Service "Water turbidity by seasons of the year"; 
• Service "Dissolved oxygen content in water by seasons of the year"; 
• Service "Content of heavy metals in bottom sediments by seasons of the year"; 
• Service "Content of heavy metals in water by seasons of the year". 
 

 
Figure 4: Atmospheric pollution monitoring service 
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Figure 5: Catalog of earthquakes 

5. Conclusion 

The results obtained within the framework of the project are primarily of fundamental nature and 
open new opportunities in the field of development of digital technologies to support large-scale studies 
in large areas, processing of remote sensing data, mathematical modeling of environmental processes, 
monitoring and forecasting of natural and anthropogenic emissions in the atmosphere, monitoring and 
forecasting of hydrological regimes of water bodies, monitoring of dangerous geological processes, 
monitoring of biodiversity, medical and scientific research, and monitoring of biodiversity. The 
complex of program components is actively used in practice. More than 200 data services and more 
than 40 data processing services have been created. 5 different geoportals oriented to different subject 
areas and teams were deployed. Based on the created services, service compositions were formed, 
combining data services, processing and publishing services. The created digital platform for 
environmental monitoring of BNT is an environment for accumulation, exchange and management of 
data in a structured form, as well as provides the call of analytical functions with the services of 
participants of the digital ecosystem (monitoring participants) connected to it through technological 
interfaces. 

 
Acknowledgment: 

The work was supported by the Ministry of Science and Higher Education of the Russian Federation, 
the grant No. 075-15-2024-533 for implementation of Major scientific projects on priority areas of 
scientific and technological development (the project «Fundamental research of the Baikal natural 
territory based on a system of interconnected basic methods, models, neural networks and a digital 
platform for environmental monitoring of the environment»). 

 
References: 

[1] Bychkov I.V., Fedorov R.K., Fereferov E.S. Instrumental components of the digital platform for 
environmental monitoring of the Baikal natural territory // Computational Technologies. 2023. 
Vol. 28, №6. P. 95-107. doi: 10.25743/ICT.2023.28.6.009. 

[2] Bychkov I.V., Fereferov E.S. Digital Technologies for Monitoring and Forecasting the 
Environmental Situation in Siberia //Herald of the Russian Academy of Sciences, 2022, Vol. 92, 
No. 2, pp. 133–140. doi: 10.1134/S101933162202006X. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

33



[3] Бычков И.В., Гладкочуб Д.П., Ружников Г.М. и др. Фундаментальные основы, методы и 
технологии цифрового мониторинга и прогнозирования экологической обстановки 
Байкальской природной территории. 2022. Новосибирск: СО РАН, 2022. 345 с. 

[4] De Reuver M, Sørensen C and Basole R C 2018 The digital platform: A research agenda J. Inf. 
Technol. 33 124-35. doi: 10.1057/s41265-016-0033-3 

[5] Osipov Yu M, Yudina T N and Geliskhanov I Z Digital platform as an institution of the era of 
technological breakthrough // Economic Strategies. 2018. 5(155) P. 22-29 

[6] Bih, J. Service oriented architecture (SOA) a new paradigm to implement dynamic e-business 
solutions // Ubiquity. 2006. Vol. 4.  P. 1–17. 

[7] WPS - Standardized web-based geo-processing. URL: https://52north.org/software/software-
projects/wps/  

[8] Edmond, D. & ter Hofstede, A. (2000), Service composition for electronic commerce, in 
‘Proceedings of the Pacific Asia Conference on Information Systems(PACIS-2000)’, Hong Kong. 

[9] ZOO-Project – Open WPS platform. URL: http://www.zoo-project.org/  
[10] The Integrated information and computing network of the Irkutsk scientific and educational 

complex. URL: http://net.icc.ru/  
[11] Bychkov I.V., Ruzhnikov G.M., Fedorov R.K., Popova A.K., Avramenko Y.V. Classification of 

Sentinel-2 satellite images of the Baikal Natural Territory // Computer Optics. 2022. Vol. 46, №1. 
pp. 90-96. doi: 10.18287/2412-6179-CO-1216. 

 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

34



Reducing Manual Labeling Effort by Identifying the Most 
Informative Unlabeled Data via Active Learning 
Velibor Ilić1 

 
1 The Institute for Artificial Intelligence Research and Development of Serbia - IVI, Fruškogorska 1, 21000 Novi 
Sad, Serbia 
 
velibor.ilic@ivi.ac.rs  

 
Abstract: 
This paper presents a novel approach to reducing manual labeling effort by identifying and 
prioritizing the most informative samples from large unlabeled datasets through active learning 
frameworks. We introduce two specialized frameworks, ALSCN (Active Learning using a 
Self-Correcting Neural Network) and ALWOD (Active Learning for Weakly-Supervised 
Object Detection), designed for classification and object detection tasks, respectively. ALSCN 
leverages selective sampling to achieve high classification accuracy with minimal labeled data, 
while ALWOD combines active learning with semi- and weakly supervised paradigms, using 
a student-teacher model setup to enhance detection performance. Evaluated on benchmark 
datasets, with ALSCN on MNIST, Fashion MNIST, and CIFAR-10, and ALWOD on 
COCO2014, VOC2007, and RealPizza10, both frameworks outperform traditional methods by 
significantly reducing annotation needs while maintaining competitive accuracy. These two 
active learning frameworks demonstrate a substantial reduction in manual labeling effort, 
achieving high accuracy with minimal annotated data. 
Keywords: 
Active learning, machine learning, data labeling, classification, Object Detection 

1. Introduction 

In the field of machine learning, labeled data serves as the foundational backbone for training 
supervised models. High-quality labeled datasets enable algorithms to learn input-output mappings, 
recognize patterns, and make accurate predictions on new, unseen data. However, the process of 
obtaining labeled data is often fraught with challenges, particularly when scaling to large datasets [1]. 
Manual labeling is a labor-intensive and time-consuming endeavor that requires significant human 
resources and expertise. As data sets grow in size, the effort and cost associated with labeling each data 
point becomes greater. This scalability issue is further complicated by the need for precise and 
consistent labeling to ensure model accuracy, which can be difficult to maintain across large teams of 
annotators. Moreover, manual labeling is susceptible to human error and subjectivity, potentially 
introducing inconsistencies that degrade model performance. Consequently, the reliance on extensive 
manual labeling poses a substantial bottleneck in the development and deployment of effective machine 
learning models, especially in domains where data is abundant, but labels are scarce or expensive to 
obtain [2]. 

Active learning offers an effective way to reduce the challenges of manual labeling and make data 
annotation faster and easier [3]. It is a machine learning paradigm where the model proactively selects 
the most informative unlabeled instances for labeling, rather than relying on random sampling. By 
identifying and prioritizing data points that are expected to contribute the most to the learning process, 
active learning aims to achieve high model performance with significantly fewer labeled examples. This 
targeted approach reduces the overall labeling effort by focusing human annotation on data that resolves 
the model’s uncertainties or addresses its weaknesses. As a result, active learning not only accelerates 
the training process but also optimizes resource allocation by minimizing redundant or uninformative 
labeling tasks. Implementing active learning techniques can therefore substantially decrease the cost 
and time associated with manual labeling, making it a valuable tool for handling large datasets and 
improving the scalability of machine learning applications [4, 5]. 

Current labeling processes are inefficient because they depend heavily on manual annotation, which 
is both time-consuming and resource intensive. As datasets become larger and more complex, these 
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inefficiencies scale up, leading to increased costs and delays in model development. Therefore, there is 
a need for methods that can reduce manual effort while maintaining, or even improving model 
performance to make machine learning more scalable and practical [6,7]. 

The primary objective of this paper is to develop efficient frameworks [8] for reducing the manual 
labeling effort required in training machine learning models on large datasets. This is achieved by 
identifying the most informative unlabeled data that, when labeled, significantly enhance model 
performance. The goal is to minimize redundant labeling without compromising, and potentially even 
improving, the accuracy of the resulting models compared to those trained on fully labeled datasets. 

This research introduces two active learning frameworks, Active Learning using a Self-Correcting 
Neural Network (ALSCN) [9] and Active Learning for Weakly-Supervised Object Detection 
(ALWOD) [10], each designed to improve data labeling efficiency and model performance in distinct 
settings. ALSCN optimizes label selection from large unlabeled datasets to enhance classification 
accuracy, while ALWOD combines active learning with weak and semi-supervised methods [11, 12, 
13, 14, 15] to streamline annotation in object detection [16, 17], effectively narrowing the gap between 
partially and fully labeled data models. 

2. Proposed Methodology 

Active learning is a machine learning paradigm aimed at reducing manual labeling efforts. The 
active learning strategy involves selecting the most uncertain or informative data points from a large 
pool of unlabeled examples to maximize model improvement with minimal labeling effort. By 
prioritizing these high-value samples, the model learns more efficiently, reducing the need for extensive 
manual annotations while achieving robust performance. This iterative process of selecting, annotating, 
and retraining continues until the model reaches a desired level of accuracy with fewer labeled data 
points. Common techniques include uncertainty sampling [18], where the model selects data points it 
is least confident about, query by committee [19], which involves multiple models voting on data 
points with the most disagreement, and diversity sampling [20], ensuring a wide representation of the 
dataset is included. These methods help improve model performance while requiring fewer labeled 
instances. 

The annotation workflow starts by identifying the most informative data samples through criteria 
such as uncertainty or model disagreement, ensuring that only high-priority items are selected for 
review. Human annotators then concentrate on these chosen samples, either providing detailed labels 
or validating model-generated predictions, significantly reducing the time and effort required for 
annotation. This labeled data is subsequently integrated back into the model, enhancing its accuracy 
and effectiveness as it learns from each new set of valuable examples. 

The label correction mechanism identifies potential labeling errors in the dataset by comparing 
model predictions with existing labels, flagging discrepancies that may indicate inaccurate annotations. 
Human annotators review these flagged instances, correcting any detected errors to improve the quality 
and reliability of the labeled data. This corrected data is then reintegrated into the training process, 
leading to a more accurate model and reducing the impact of incorrect labels over time. 

Self-correcting neural network (SCN) is neural network architecture or learning algorithm 
designed to identify and correct their own errors during training or inference. The core concept involves 
enhancing the model's ability to recognize instances where its predictions might be incorrect or 
uncertain and then adjust its parameters or outputs accordingly. This self-correction mechanism aims 
to improve the overall accuracy and robustness of the model, particularly when dealing with noisy data 
or limited labeled datasets [21]. 

Concept of Self-Correcting Neural Networks typically incorporate mechanisms such as: 
• Error Detection: The network monitors its predictions to detect potential errors, often by 
assessing confidence levels or prediction uncertainties. Low-confidence predictions may indicate 
areas where the model lacks sufficient knowledge [22, 23]. 
• Feedback Loops: Upon detecting potential errors, SCNs utilize feedback mechanisms to adjust 
internal parameters. This can involve reweighting certain data points, modifying learning rates, or 
updating weights and biases to correct mispredictions [12]. 
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• Iterative Refinement: The model undergoes multiple iterations of prediction and adjustment, 
refining its outputs each time based on the errors identified in previous iterations. 
 
In prior research, SCNs have been employed across various domains to enhance model performance 

and data efficiency: 
• Noise Reduction and Label Correction: SCNs have been used to detect and correct 
mislabeled or noisy data within training datasets. By identifying inconsistencies between predicted 
and actual labels, the network can flag potentially incorrect annotations for review or automatically 
adjust them, leading to cleaner training data and improved learning outcomes [24]. 
• Active Learning Integration: SCNs have been integrated into active learning frameworks to 
select the most informative unlabeled instances for annotation. By self-assessing prediction 
uncertainties, the network can determine which data points would most benefit from manual 
labeling, thereby reducing the overall labeling effort while maximizing model improvement. 
• Anomaly Detection: In fields like anomaly detection, SCNs can identify deviations from 
normal patterns and adjust their parameters to better capture rare or unexpected events, enhancing 
the model’s sensitivity and specificity. 
Weakly supervised object detection aims to train models using limited or imprecise annotations, 

such as image-level labels instead of detailed bounding boxes [25]. Common approaches in this domain 
include multiple instance learning, where the model learns to associate image-level labels with specific 
regions within an image to localize objects. Techniques like class activation mapping are used to 
highlight regions of interest that correspond to certain classes. Semi-supervised learning for object 
detection leverages a small set of labeled data alongside a larger pool of unlabeled data. Methods such 
as pseudo-labeling involve the model generating labels for unlabeled images based on its current 
predictions, which are then used to retrain the model. Consistency regularization techniques encourage 
the model to produce stable predictions under various perturbations or augmentations of the input data, 
thereby improving its generalization capabilities. 

3. ALSCN and ALWOD frameworks 

This research introduces two complementary active learning frameworks, ALSCN and ALWOD, 
each crafted to enhance data labeling efficiency and boost model performance across distinct tasks. 
ALSCN is tailored for image classification tasks with large pools of unlabeled data, where it iteratively 
selects the most informative examples to be labeled by class, reducing the amount of data requiring 
manual annotation while consistently improving model accuracy. This selective approach not only 
conserves labeling resources but also enables models to generalize more effectively with fewer labeled 
samples. 

ALWOD framework tackles the challenges in object detection, where limited training data with 
precise labels is often a constraint. By combining active learning with weak and semi-supervised 
methods, ALWOD uses a small set of fully labeled images and a larger set of weakly tagged images to 
“warm-start” training. Its unique acquisition function leverages student-teacher model [26] 
disagreement and uncertainty to select the most informative images for annotation, making the labeling 
process faster and more accurate. 

3.1. ALSCN Algorithm Details 

Figure 1 illustrates the ALSCN algorithm, showcasing its process of iteratively selecting data 
samples for labeling to enhance model performance efficiently. 
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Figure 1: Active Learning using a Self-Correcting Neural Network (ALSCN) 

 
In the initialization phase, we start with an unlabeled dataset (d1) and randomly select a small subset 

for manual labeling (p1), creating the initial labeled dataset (d2). In the iterative phase, a network (p2) is 
trained on (d2) and used to predict labels for the remaining unlabeled items, generating a fully labeled 
dataset (d3). A self-correcting network (p3) is then trained on (d3), and its predictions on the entire 
dataset create a refined dataset (d4). A simple comparison between (d3) and (d4) allows us to categorize 
the items into four groups. If errors appear in the group of previously manually labeled items (e₁), it 
may indicate that the initial items were incorrectly labeled. Such items should be selected for double-
checking by a human expert to ensure data quality. 

Errors in automatically labeled items (e₂) are even more interesting because these items have not 
been reviewed by humans before. Therefore, all items in this group should be manually checked and 
corrected if necessary. After this manual verification, these items should be added to the dataset 
containing manually labeled items (d₂). 

This process represents the final step in the iterative part of our algorithm, and the previously 
described steps are repeated in a loop. We can monitor the number of errors in the automatically labeled 
items (e₂) that need correction and use this count as a condition for terminating the loop. If the number 
of such errors falls below a certain threshold or if satisfactory results have been achieved, we can 
consider that sufficient items from the training set have been selected for manual labeling. 

Furthermore, the networks (p₂) and (p₃) can load previously saved network parameters, which 
reduces training time and increases accuracy. Since the networks trained in the previous iteration can 
already accurately predict the labels for most items in the new dataset of the current iteration, we only 
need to fine-tune them to learn the differences from the previous iteration rather than training them from 
scratch. This is especially evident in later iterations when only a few items are detected per iteration. 

In relation to the previous iteration, the dataset (d₂) is extended with new manually labeled items, 
and in dataset (d₃), some automatically labeled items are replaced with these new manually labeled 
items. This iterative refinement continues until the model reaches the desired level of accuracy with 
minimal manual labeling effort. 

3.2. ALWOD Algorithm Details 

Figure 2 illustrates the ALWOD algorithm, highlighting its fusion of active learning with weakly 
and semi-supervised methods to effectively select and annotate key images for object detection tasks. 
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Figure 2: Active Learning for Weakly-Supervised Object Detection (ALWOD) 

 
ALWOD is an active learning framework designed for object detection, combining the strengths of 

active learning with semi-supervised and weakly supervised paradigms. It uses a student-teacher 
network setup, where both networks are initialized on a minimal labeled dataset and a large weakly 
labeled set. Through iterative learning cycles, ALWOD strategically selects the images for annotation, 
enhancing detection accuracy with reduced labeling effort. 

In the initial learning phase, ALWOD starts with a weakly labeled set of real-world images, Sx, 
without fully annotated bounding boxes, which poses a challenge for accurate object detection. To 
overcome this, the framework uses an auxiliary fully-labeled synthetic dataset, Sx, composed of real-
world backgrounds with realistic foreground objects, as a warm-start for training. This dataset provides 
a solid initial training base, allowing the student-teacher network to develop an effective detection 
model. 

The auxiliary set, SX, is created to enhance the model’s initial performance without high annotation 
costs, using synthetically generated images that combine real-world backgrounds with cropped, realistic 
objects. This fully labeled set enables the model to learn robust object detection features before applying 
active learning to real-world data. The use of SX, alongside weakly labeled data, is crucial for reducing 
annotation effort while achieving strong baseline performance. 

Active Learning Cycle (t > 0), during each active learning cycle, St+1, ALWOD selects a batch of 
informative images from the weakly annotated data using an acquisition function based on model 
uncertainty and student-teacher disagreement. These images are then manually annotated, providing 
full labels that replace the existing weak labels and expand the fully labeled set. This newly labeled data 
is used to fine-tune the student-teacher model, and the cycle continues until the annotation budget is 
exhausted or the model’s performance converges. 

The active learning strategy in ALWOD aims to select the images from dataset within a limited 
annotation budget. By choosing images that will most reduce model loss and improve detection 
performance, ALWOD prioritizes samples based on signals from a student-teacher network setup. The 
two main signals used for selection are model disagreement and prediction uncertainty, both of which 
help pinpoint images that are most likely to benefit from manual annotation. 

Model disagreement measures the variance in predictions between the student and teacher 
networks, with the teacher network acting as a moving average of the student models. Ideally, the 
predictions of the student network would align with the teacher’s; however, large discrepancies signal 
that an image may be challenging and worthy of manual review. Disagreement is quantified by 
calculating per-class average precision differences between the student’s predictions and those of the 
teacher, identifying images where the models show significant predictive differences. 

Image uncertainty is determined by the entropy of the teacher network’s predictions for each 
detected object in an image, with higher entropy indicating more uncertainty in the model’s 
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classifications. This signal aggregates uncertainties across all predicted objects in an image, flagging 
images with high uncertainty scores as candidates for manual labeling. Images with the highest entropy 
scores are selected because the model’s predictions are less confident, suggesting that manual 
annotation could improve training data quality. 

The acquisition function combines the model disagreement and image uncertainty scores to rank 
images for selection, prioritizing those with the highest product of these scores. By fusing these two 
signals, the function identifies images that are both challenging and uncertain, likely requiring human 
annotation to improve model performance. Each cycle of active learning selects a new batch of these 
high-score images, refining the training data while staying within the annotation budget. 

The annotation tool developed for ALWOD simplifies object detection labeling by presenting 
images in an ordered list based on their acquisition scores. Each image comes with pre-generated 
bounding boxes and class labels from both the student and teacher networks, which undergo non-
maximum suppression and confidence thresholding to reduce redundancy. Annotators are tasked with 
reviewing the suggested bounding boxes by selecting those that overlap with true objects, adjusting 
bounding box categories, and verifying bounding box quality. For any object missed by the model, 
annotators can draw new bounding boxes and assign labels. This workflow reduces the time and effort 
required for accurate annotations, balancing efficiency and precision in the labeling process. 

3.3. Datasets for Evaluating the Performance of ALSCN and ALWOD 
Frameworks 

The ALSCN framework is evaluated on three widely recognized datasets - MNIST, Fashion MNIST, 
and CIFAR-10 (Figure 3) - which provide a variety of visual classification challenges ranging from 
handwritten digits to complex object classes. These datasets enable the assessment of ALSCN’s ability 
to enhance model accuracy with minimal labeled data. 

 
        MNIST dataset 

 
     Fashion MNIST dataset 

 
CIFAR-10 dataset 

 
Figure 3: Data sets used for testing performance of ALSCN framework 

 
In contrast, ALWOD is tested on COCO2014, VOC2007, and RealPizza10 (Figure 4), which are 

benchmark datasets for object detection, offering complex scenes with multiple objects and variable 
annotations. These diverse datasets demonstrate ALWOD's effectiveness in reducing annotation effort 
while achieving robust detection performance in real-world applications. 

 

 
Figure 4: Data sets used for testing performance of ALWOD framework 

3.4. Results of ALSCN framework 

To assess the method's effectiveness, we trained networks with identical architectures on three 
datasets—MNIST, Fashion MNIST, and CIFAR-10—using both manually labeled items and randomly 
selected items for comparison. Figure 5 shows the prediction accuracy across different training sample 
sizes: the red line represents accuracy of a CNN trained only on manually labeled items, the green line 
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shows a self-correcting network trained on both manually and automatically labeled items, and the blue 
line represents the average accuracy of five networks trained on random selections. 

The results highlight that, with our algorithm, only a fraction of each dataset was needed to achieve 
comparable or superior accuracy: 6.11% for MNIST, 23.92% for Fashion MNIST, and 59.4% for 
CIFAR-10, showing substantial reduction in manual labeling effort while maintaining high 
performance. 

 

 
Figure 5: ALSCN results show the accuracy of predictions based on the number of items used to train 
the neural network 

3.5. Results of ALWOD framework 

ALWOD outperforms a range of acquisition strategies, including image uncertainty, model 
disagreement, loss, entropy-sum, random sampling, core-set, and BiB [27], across VOC2007 [28], 
RealPizza10 [29], and COCO2014 [30]. With five annotation cycles and a fixed image budget per cycle, 
ALWOD’s product-based acquisition function demonstrates clear advantages, particularly noticeable 
from cycle 3 onwards, achieving higher accuracy than competing methods. This improvement leverages 
the unique student-teacher network disagreement approach in ALWOD, enabling it to consistently 
select the most informative samples for annotation. 

 

 
Figure 6: ALWOD results show the accuracy of predictions per sessions 

4. Conclusions 

This research presents two active learning frameworks, ALSCN and ALWOD, each designed to 
optimize data labeling and model performance in different environments. ALSCN focuses on iteratively 
selecting the most informative items from a large pool of unlabeled data, reducing labeling demands 
while improving accuracy. ALWOD, on the other hand, addresses object detection challenges by 
combining active learning with weakly and semi-supervised paradigms. By utilizing a minimal labeled 
set alongside a larger weakly tagged set, ALWOD’s unique student-teacher model disagreement and 
uncertainty metrics guide the selection of key images for annotation, improving the efficiency of the 
object detection process. 
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Both ALSCN and ALWOD frameworks demonstrate a clear reduction in manual labeling needs. 
ALSCN identifies high-value samples, allowing datasets to grow with minimal additional manual 
effort. ALWOD, through a selective labeling strategy, enables human annotators to validate only 
specific model-proposed detections, providing an efficient approach to object detection with limited 
labeled data. 

These frameworks advance the fields of machine learning and data annotation by introducing novel 
approaches to label-efficient training. ALSCN optimizes supervised learning through selective 
sampling, while ALWOD’s innovative active learning loop helps object detectors trained on partially 
labeled datasets perform comparably to those trained on fully labeled ones. Together, these frameworks 
promote more sustainable, scalable data annotation practices in complex machine learning tasks. 
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Abstract: 
Cyber threats, including fraud, scams, ransomware, and espionage, have become widespread, 
endangering both individuals and organizations. The widespread availability of digital 
technologies and networks provides an environment conducive to illegal activities, leaving no 
one immune to potential harm. Cyber attackers primarily use Social Engineering techniques to 
breach systems, often deploying malicious code. The situation is worsened by the availability 
of Do-It-Yourself (DIY) kits, which enable the easy configuration and dissemination of 
malicious software at minimal or no cost. The emergence of Artificial Intelligence (AI) and 
Generative AI (GenAI) further complicates cybersecurity, with the potential to intensify these 
threats. Although there is hope that AI may bolster defenses, the history of cyber breaches 
suggests that malicious actors often remain one step ahead. Complex international dynamics 
and hybrid warfare in cyberspace present additional dangers. This paper explores recent 
statistics and trends in malicious software and cybercrime techniques, with a particular focus 
on Social Engineering-based attacks. 
 
Keywords: 
Cybercrime, fraud, identity theft, ransomware, Social Engineering, phishing, smishing, 
vishing, pharming.  

1. Introduction 

Major entities such as the NSA, Microsoft, Facebook, LinkedIn, and First American Financial 
Corporation have suffered significant losses due to cybercrime, emphasizing the widespread nature of 
the threat. The history of successful cyberattacks, including those targeting Microsoft and Mærsk A/S, 
illustrates the enormous financial and operational damage caused by such incidents. 

Data breaches have impacted numerous companies, such as Facebook, LinkedIn, and JPMorgan 
Chase, resulting in the exposure of sensitive information. Meanwhile, individual users often fall victim 
to mass attacks, disseminated through email, messaging platforms, and social networks, aiming to 
compromise systems or steal personal data. 

The first part of this paper highlights a small number of the most notable cybercrime attacks, 
provides the latest statistics on the financial toll of cyberattacks, and examines which countries and 
industries are most affected. 

The second part covers the common types of malwares and provides statistics on the most prevalent 
malware trends in cyberattacks. 

The third part focuses on Social Engineering, a widely used technique that manipulates individuals 
into actions that compromise cybersecurity. 

The fourth part briefly discusses Artificial Intelligence (AI) and the challenges posed to 
cybersecurity by AI and Generative AI (GenAI).   

1.1. Short history of successful Cyber Crime Attacks  

In 2021, Microsoft became a victim of one of the largest cyberattacks in U.S. history, during which 
hackers took control of over 30,000 business servers for three months and gained access to various 
business and government emails [1]. 

In 2017, Maersk A/S, one of the world's largest shipping companies, suffered a cyberattack 
involving Petya malware, which infected 49,000 servers, 2,500 applications, and impacted 80% of A.P. 
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Møller-Mærsk. This incident cost Maersk A/S nearly two billion Danish crowns, approximately $290 
million USD, as of May 2024 [2]. Petya malware encrypts the Windows file system and master boot 
record, preventing Windows servers from booting. It can also demand a Bitcoin payment for system 
access. Below is an image that Petya malware can display as part of its payload [3]: 

 

 
Figure 1: Petya-malware payload picture 

 
In 2021, a Facebook data breach exposed the personal information of 530 million users, including 

names, phone numbers, passwords, and account names. This breach was one of several that Facebook 
experienced since 2013. In 2019, an investigation revealed that a Vietnamese hacker group had 
compromised 300 million Facebook accounts. Among the most notorious incidents was the Cambridge 
Analytica scandal, where data from 50 to 90 million Facebook users was sold [1]. 

The list of data breaches is extensive and includes LinkedIn, Instagram, JPMorgan Chase, eBay, 
Amazon, Tesla, and First American Financial Corporation, which suffered a leak of 885 million file 
records containing sensitive data such as bank account numbers, bank statements, Social Security 
numbers, and driver's licenses [1]. 

A simple Google search regarding data breaches at the U.S. National Security Agency (NSA) reveals 
numerous cases, with the Edward Snowden incident being the most notable. Below is a snapshot from 
a Google search: 

 

 
Figure 2: Google search snapshot 

 
VPNCentral conducted a study on the most affected data breach accounts on popular internet sites, 

finding that Facebook is the most impacted, followed by Instagram and Spotify [4]. 
Ordinary individuals are rarely direct targets; instead, cybercriminals often employ bulk attacks. 

These attacks aim to reach a large number of people, banking on the chance that someone will click on 
an infected link and install malware on their computer. Such attacks can be disseminated globally via 
email, messaging systems, social networks, and file-sharing networks. When a user clicks on a link in 
an infected message, it may install malware, steal usernames and passwords, or redirect the user to 
compromised sites to collect sensitive information such as credit card numbers or Social Security 
numbers. This information can be used for illegal activities or traded on dark web platforms like Tor 
and IP4. 
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1.2. Cost of Cyber Attack 

The costs associated with cyberattacks can be staggering, encompassing data loss, downtime, 
reputational damage, and legal repercussions. Organizations that fail to report breaches promptly often 
incur additional expenses and experience prolonged breach lifecycles. The healthcare industry faces the 
highest costs related to data breaches, followed by the financial, pharmaceutical, and energy sectors. 
The following image illustrates the average costs of a successful cyberattack, based on IBM research 
conducted in 2023 [5]: 

 

  
Figure 3: The global average cost of data breach in 2023 [4]. 

 
The use of security AI and automation can help reduce the costs associated with data breaches [5]. 

However, these costs can still be substantial, and recovering fully to resume normal operations can take 
time. Reputational damage and downtime can lead to customer loss and negatively impact future 
revenue. 

According to IBM research, 37% of organizations fail to report ransomware attacks to the 
appropriate legal authorities, which can result in an additional cost of $470,000. These organizations 
pay 9.6% more and experience a breach lifecycle that is 33 days longer than those that report breaches 
properly [5]. 

Only one-third of all data breaches are identified by organizations; the remainder are reported by 
attackers or third-party sources [5]. If an attacker discloses a breach, it can cost about $1 million more 
than if the breach is discovered internally [5]. 

The healthcare industry reports the highest costs associated with data breaches, followed by the 
financial, pharmaceutical, energy, and technology sectors [5].     

1.3. Top affected countries and industries 

According to IBM [5], the top countries affected by cyberattacks are the United States, Middle 
Eastern nations, Canada, Germany, and Japan. The 2024 Zscaler ThreatLabz report identifies the top 
five countries impacted by phishing attacks as the United States, the United Kingdom, India, Canada, 
and Germany [6]. 

The top five industries targeted by phishing scams, according to the IBM report [6], are Finance & 
Insurance, Manufacturing, Services, Technology, and Retail & Wholesale. Notably, the manufacturing 
sector is the most targeted by cybercriminals [5]. The CrowdStrike "Global Threat Report" from 2024 
indicates that the most attacked sectors are Technology (23%), Telecommunications (15%), Financial 
(13%), Government (9%), Retail (9%), Manufacturing (8%), Healthcare (8%), Services (6%), 
Education (4%), and Media (4%) [7]. 

The most compromised accounts belong to Facebook, Instagram, Twitter, Snapchat, Twitch, 
Spotify, Gmail, Microsoft, Coinbase, and Amazon [8]. The three brands most frequently used in 
impersonation attacks have remained unchanged since 2019: Microsoft (57%), WeTransfer (17%), and 
DHL (6%) [9]. 
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The education sector is particularly vulnerable, experiencing a 157% year-over-year increase in 
malware attacks between 2021 and 2022 [10]. Competition for global dominance—political, 
technological, economic, and military—has contributed to a significant rise in big-game hunting (BGH) 
adversaries, with 76% of such attacks potentially supported by nation-states [6]. Besides financial 
motives, these attacks target government agencies and any organization that holds sensitive data, 
including intellectual property, trade secrets, personal data, or medical records [6]. 

The cybersecurity landscape can change rapidly, making statistical data relevant for only a short 
period. New malware and variants can emerge daily; in 2023, antivirus testing identified over 100 
million strains of malware and potentially unwanted applications (PUAs) [10]. However, reports from 
different times and sources can provide valuable insights for trend analysis. 

2. Type of malware 

Malware, or malicious software, comes in various forms, each designed to perform specific harmful 
activities. Common types of malwares include: 

• Viruses: 
o File Infectors: Attach themselves to executable files and spread when the infected file 

is run. 
o Macro Viruses: Target applications like Microsoft Word or Excel, infecting documents 

or spreadsheets. 
• Worms: 

o Standalone programs that replicate themselves to spread to other computers, often 
exploiting vulnerabilities in network security. 

• Trojans: 
o Backdoor Trojans: Create a backdoor on the victim's system, allowing remote control 

by an attacker. 
o Downloader Trojans: Download and install other malicious software. 
o Infostealers: Steal sensitive information such as passwords or personal data. 

• Ransomware: 
o Encrypts the victim's files or locks their system, demanding a ransom to restore access. 

• Adware: 
o Displays unwanted advertisements on the victim’s device, often within web browsers. 

• Spyware: 
o Secretly monitors and collects information about a user’s activities without their 

knowledge. 
• Rootkits: 

o Modify the operating system to hide their presence, allowing continued privileged 
access to the system. 

• Keyloggers: 
o Record keystrokes to capture sensitive information such as passwords and credit card 

numbers. 
• Botnets: 

o Networks of infected computers (bots) controlled by an attacker to perform coordinated 
tasks like Distributed Denial of Service (DDoS) attacks. 

• Phishing: 
o Uses fraudulent communication (often via email) to trick individuals into providing 

sensitive information. 
• Smishing: 

o Uses SMS messages to trick individuals into providing sensitive information. 
• Vishing: 

o Uses voice calls to trick individuals into providing sensitive information. 
• Scareware or Hoaxes: 
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o Tricks users into believing their system is infected, prompting them to download or 
purchase unnecessary or harmful software. 

• Fileless Malware: 
o Operates in memory, using legitimate system tools to perform malicious activities 

without leaving traces on the hard drive. 
Each type of malware presents unique threats and requires specific strategies for detection and 

removal. These malware types can initiate various attacks and cause significant harm to infected 
systems. 

It is estimated that there are around 1.2 billion malicious programs and Potentially Unwanted 
Applications (PUAs) [10]. In 2022, 81% of organizations experienced malware attacks, with 5.5 billion 
malware incidents worldwide—a 2% increase from the previous year [11]. 

Ransomware remains the most prevalent form of malware, accounting for nearly 70% of malware-
related breaches and 24% of all breaches overall, with approximately 500 million ransomware attacks 
in 2022 [11]. It is estimated that someone falls victim to ransomware every 11 seconds [10]. Financial 
motivation drives 59% of ransomware attacks [11]. 

IoT (Internet of Things) malware variants and attacks are also on the rise. In 2022, there was an 87% 
year-over-year (YOY) increase in IoT malware, with a 252% YOY increase in the finance sector alone 
[11]. 

Estimates suggest that 65% of cyberattacks are linked to organized crime, 5% to nation-state or state-
affiliated actors, around 15% to independent attackers (e.g., lone wolves), 3% to espionage, and around 
1% to ideology or grudges [11]. Organized crime is responsible for 62% of ransomware incidents [11]. 

In 2022, Ukraine saw an 8,105% increase in malware attacks, with 5,835% related to ransomware 
[11]. 

The COVID-19 pandemic and related isolation measures significantly increased the demand for 
remote work, and by 2023, 62% of companies experienced security breaches related to remote work 
[12]. 

Cryptojacking—the unauthorized use of someone else's device to mine cryptocurrency, often 
through the use of XMRig mining malware—rose by 399% globally [13]. 

Malware-free attacks, which use low-observable characteristics (LOC), have increased in the past 
five years. In 2023, 75% of detected cyber activities involved malware-free attacks [6]. These types of 
attacks leave no footprint, making detection and removal particularly challenging. 

Additionally, 84% of cybersecurity experts believe that supply-chain attacks, which exploit 
vulnerabilities in software dependencies, could become the biggest cyber threats for organizations [14]. 
Supply-chain attacks rose by 430% [14]. 

Fileless malware cyberattacks also surged by 75% in 2023 [6], making them one of the most difficult 
forms of attack to detect and mitigate, as they leave no visible trace on the system. 

3. Social Engineering 

"Social engineering refers to the methods attackers use to deceive victims into performing actions, 
typically opening a malicious webpage or running an unwanted file attachment" [15]. It is a form of 
psychological manipulation aimed at tricking victims into actions that may install harmful software, 
reveal sensitive information, or facilitate unauthorized access. These actions can lead to illegal activities 
such as unauthorized access to devices, theft of sensitive data or bank accounts, installation of harmful 
software, financial losses, or even espionage. 

In North America, social engineering accounts for 56% of data breaches [14]. 
The consequences of such attacks vary depending on the malware involved, but they can be highly 

destructive. These include encrypting files, preventing access to computers, services, or equipment, 
stealing sensitive data, intellectual property, and causing severe business disruptions. For small 
businesses, the impact can be devastating: 60% of small businesses that experience a cyberattack are 
likely to go out of business within six months [16]. Many small businesses either cannot afford adequate 
cybersecurity investments or believe they won’t be targeted (57%). However, small business breaches 
make up 43% of all data breaches [13]. 
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3.1. Social Engineering Hacking 

Social engineering attacks can be categorized based on the medium used to deliver malicious 
messages and deceive victims. These categories include: 

1. Phishing – Distributed through contaminated email messages. 
2. Smishing – Spread via SMS messages. 
3. Vishing – Carried out through voice calls. 
4. Pharming – Redirects users to fake websites that imitate legitimate ones to steal personal 
information, such as user IDs, passwords, or credit card information. 
All these categories exploit human psychology and rely on manipulation techniques known as Social 

Engineering. It’s estimated that 95% of cyber-attacks use some form of Social Engineering [10]. 
Social Engineering is a dominant method for delivering malware. In 2024, 84% of businesses and 

83% of charities experienced some form of cybersecurity breach or attack [17]. Among these, phishing 
is the most prevalent form of attack, accounting for 51% of all Social Engineering-related incidents in 
2023 [9]. According to a Statista report, 1,270,883 unique phishing sites were detected globally, with 
phishing attacks primarily targeting financial institutions. Around 18% of these attacks targeted web-
based software and webmail services. Additionally, smishing affected 76% of global businesses, 
impacting 599 brands in October 2022 alone [19]. 

“In the first quarter of 2024, over 963,000 unique phishing sites were detected worldwide, marking 
a slight decrease from the previous quarter. The largest spike in phishing sites occurred between the 
second and third quarters of 2020, jumping from nearly 147,000 to approximately 572,000" [19]. 

The FBI has tracked significant growth in phishing, smishing, vishing, and pharming attacks. 
Reported cases rose from 25,344 in 2017 to 323,792 in 2021. In contrast, non-payment and non-delivery 
cases fell slightly, from 84,079 to 82,478 [12]. Personal data breaches have increased from 30,904 in 
2017 to 51,629 in 2021, and identity theft has risen threefold in the same period. Extortion cases also 
rose from 14,938 in 2017 to 39,360 in 2021, though they dropped from 76,741 in 2020. 

Globally, the cost of cybercrime has surged from $3 trillion USD in 2015 to an estimated $9.5 trillion 
USD in 2024. These costs include data damage, theft of intellectual property and personal data, lost 
productivity, post-attack disruption, legal costs, reputational harm, and more [18]. 

Ransomware is evolving, with hacking groups like Alphv, Hive, Conti, LockBit, 8Base, BlackBasta, 
and Play offering Ransomware-as-a-Service (RaaS) [18]. One of the most recent examples is the 
ransomware attack on MGM Resorts. While MGM reportedly suffered $100 million USD in losses 
after refusing to pay the ransom, Caesar’s Entertainment opted to pay $15 million USD to prevent 
further costs and the disclosure of stolen data [18]. The hackers, known as Scattered Spider, may be a 
subgroup of the Alphv ransomware gang. They exploited MGM’s systems, causing massive disruptions 
to services such as slot machines, ATMs, credit card payments, and online reservations [20]. 

Although MGM believes that the stolen customer data has not yet been used for identity theft, the 
possibility remains that it could be leveraged in future cyber-attacks. Experts are still investigating how 
the attack was carried out, with speculation that Scattered Spider used vishing, spoofed phone calls, and 
impersonation to obtain login credentials and deploy ransomware. 

This example highlights the devastating effects of cyberattacks, disrupting critical services and 
causing significant financial damage. Social Engineering tactics are surprisingly effective, with the 
number of successful attacks proving how easily people can be deceived. Every day, individuals are 
subject to psychological manipulation, from marketing campaigns to political and financial messages 
across mass media, such as newspapers, TV, and digital platforms. 

The growing accessibility of phishing kits also makes it easier for attackers with minimal technical 
knowledge to launch phishing attacks, contributing to the prevalence of Social Engineering-based 
cybercrime. 

4. Artificial Intelligence 

The rise of Artificial Intelligence (AI) and Generative AI (GenAI) has sparked considerable debate 
in cybersecurity, as these technologies are anticipated to both revolutionize the field and introduce new 
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challenges. While AI and GenAI hold promise for advancing cybersecurity, there are concerns about 
their potential to increase vulnerabilities and enhance the capabilities of cybercriminals. 

A 2024 Verizon report suggests that AI and GenAI have not yet made groundbreaking advances in 
pretexting or phishing—techniques that are already highly effective. Deepfake technology, however, is 
considered an exception, with numerous frauds already committed using this method. According to a 
survey, 46% of senior security professionals believe that GenAI will heighten vulnerabilities, 
illustrating the uncertainty surrounding its future impact. 

One of the most concerning developments is the increasing sophistication of deepfake technology. 
GenAI can now generate hyper-realistic videos and images that not only deceive people but can also 
trick security software. This presents a major challenge in the realm of phishing and vishing (voice 
phishing) attacks, as criminals can exploit GenAI to create convincing fake media that facilitates social 
engineering schemes. AI-generated deepfakes have the potential to bypass biometric security systems, 
such as fingerprints, facial recognition, and voice authentication. 

For example, CAPTCHA—the traditional test to distinguish between humans and bots—can be 
defeated through AI-powered image analysis. Similarly, voice cloning, powered by GenAI, has been 
used to impersonate individuals, deceiving not only common users but also subordinates or even 
executives into divulging sensitive information. The FBI has reported cases where cybercriminals used 
synthetic media and platforms like WhatsApp to impersonate company executives for financial gain. 
One particular incident involved an unknown actor impersonating an executive over a poor-quality 
WhatsApp call, suggesting a switch to a video conference. Though the target became suspicious and 
terminated the call, the incident highlights the growing use of AI in vishing attacks. 

In addition to deepfake-based attacks, hackers have developed malicious AI-powered tools like 
WormGPT and FraudGPT. These tools mimic legitimate AI chatbots, like ChatGPT, but are designed 
for illicit purposes, enabling cybercriminals to automate and scale attacks. The introduction of 
customizable chatbots that can act as personal assistants is expected to lead to a surge in AI users, 
potentially escalating the current threat landscape. 

Voice cloning, in particular, has emerged as a terrifying application of GenAI in cybercrime. 
Criminals have increasingly used cloned voices in vishing schemes to simulate family member 
kidnappings or other emergencies, extorting money from victims. Alarmingly, voice cloning services 
are widely available—basic versions can be found for free, while more sophisticated tools range from 
$20 to several hundred dollars per month. 

The combination of AI, deepfakes, and voice cloning is reshaping the cybersecurity landscape. As 
GenAI evolves, both defenders and attackers will face new challenges. While AI presents opportunities 
to strengthen cybersecurity systems, it simultaneously arms cybercriminals with.     

5. Conclusion 

Cybercrime is escalating at an alarming rate, posing significant risks to individuals, businesses, and 
critical infrastructure. Fraud, identity theft, ransomware, data breaches, and misinformation have 
become unavoidable parts of daily life. As digital technologies expand, so too does the vulnerability to 
cyberattacks. From sophisticated zero-day exploits to Social Engineering schemes, cybercriminals now 
have access to powerful tools that require minimal technical expertise, including DIY phishing kits. 
The insider threat, whether intentional or accidental, continues to be a major concern, as a single click 
can lead to devastating consequences for organizations and institutions. 

The increasing dependence on digital platforms for managing critical resources, such as power, 
water, and communication systems, has made these infrastructures susceptible to remote cyber 
sabotage. While traditional physical sabotage remains a threat, the ability to launch digital attacks from 
across the globe has added a new dimension to warfare. The sabotage of the Nord Stream pipeline in 
2022 serves as a stark reminder of the vulnerabilities that exist in both physical and digital realms. 

The rise of AI, especially Generative AI, is transforming the cybersecurity landscape. While AI has 
the potential to enhance security through improved analytics, it also introduces new risks. Deepfake 
technology, voice cloning, and the creation of sophisticated phishing attacks are just a few examples of 
how AI can be exploited. Moreover, AI-driven tools can enable even those with limited technical skills 
to launch complex cyberattacks, increasing the overall threat landscape. 
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Supply-chain attacks represent another growing concern, as software dependencies and third-party 
components create opportunities for malicious actors to inject malware or open backdoors in critical 
systems. In such cases, the best-case scenario is often financial loss; the worst-case scenario could be 
catastrophic. 

The shifting international landscape, with new power centres and unclear spheres of influence, has 
heightened awareness of cybersecurity’s importance. The absence of a unified set of international rules 
governing AI and cybersecurity exacerbates the uncertainty. As history shows, humanity’s arrogance 
in believing it can foresee and mitigate all risks is often misguided. We are frequently caught off-guard 
by emerging threats, especially those that bring widespread harm. 

In a world with rising geopolitical tensions and unclear global governance, it is difficult to predict 
the future. However, it is imperative that we work towards establishing clear international norms around 
AI and cybersecurity. This is not just for the protection of individual nations but for the safety of all 
humankind and the preservation of the natural world. 
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Abstract: 
Social networks are essential in viral marketing because they quickly share information 
among many users. Sharing content becomes viral and reaches a broad audience without 
significant marketing costs. In addition to the virality of content, social networks enable 
communication between brands and users, strengthening trust and loyalty. This paper 
demonstrates the impact of social networks on viral marketing. The Kruskal-Wallis test was 
used to determine whether there were statistically significant differences between the 
groups of respondents to analyze the results. Where it was determined that there were 
statistically significant differences, a Post Hoc test was performed to determine between 
which groups the difference occurred. Based on the results obtained, recommendations are 
given for social network purposes in viral marketing. 
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1. Introduction 

In the modern digital age, marketing is one of the most critical factors for the success of any 

organization. Marketing is the link between the company and the consumer, and its importance is 

reflected in the ability to increase brand awareness, retain existing and attract new customers, and thus 

enable business growth. Viral marketing stands out as an essential segment of marketing. Viral 

marketing is a powerful strategy in the digital world - in general. It is defined as a subtype of marketing 

that causes interest and potential sales of products, i.e. services, through messages that spread like a 

"virus" on social networks. A key feature of viral marketing is its ability to spread organically through 

users sharing content with their friends, thus achieving a broad reach, all at a relatively low cost. Social 

networks are platforms used to connect users, and they have become a daily routine for people 

worldwide. In this paper, the emphasis will be on social networks and how they can contribute to viral 

marketing. The integration of viral marketing and social networks allows brands to reach a wide range 

of audiences through the organic sharing of content among users, which could result in exponential 

growth in visibility and engagement. 

1.1. The phenomenon and evolution of social networks 

Social networks have become a global communication phenomenon because man is inherently a 

social being, and social communication interests and attracts him. People use social networks to get 

closer and connect with other people, exchanging information and expressing opinions. As a common 

feature of all social networks, universal means of communication and techniques are mentioned, but 

also a common interest that holds all people together and therefore gives enormous popularity to all 

social networks today (Grbavac & Grbavac, 2014). The BBC is the first social network most similar to 

today's social networks (Bulletin et al.). It appeared around 1978 and allowed users to have some 

essential communication through messages. The first popular website, "Six Degrees", was launched 

around 1997. 
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It is based on the "Theory of Six Steps", which aims to "reach" all the people in this world through 

approximately six steps. Users of this social network can create user profiles, search for them, and 

communicate with friends. This site was discontinued around 2000 because it has not proven viable 

(Boyd & Ellison, 2008). In the period from 1997 to 2001, several more social networks were developed 

- such as AsianAvenue" for the Asian American population, BlackPlanet (for the African American 

population) and MiGente (for the Latino population). In that period, LiveJournal (an online diary that 

could be read and commented on) and the social network "Friendster" appeared, which did not survive 

in the long run due to the large number of fake profiles that appeared at that time (Horvatin, 2014). 

1.2.  Types of social networks 

At first glance, it seems that social networks are easy to define; however, from the attached, it can 

be seen that this is not quite so (Whiting & Williams, 2013). Many scientific works (both domestic and 

foreign) recently deal with the concept of social networks and their features and definitions. (Boyd & 

Ellison, 2008). Due to user activities and the purpose that defines a social network, most social 

networks are placed in several general categories. (Ružić, Turkalj, & Biloš, 2014): 

 Community social networks – this type of social network includes all web pages. Its purpose is 

to make it easier for users to expand their social networks through existing contacts. Community 

social networks represent the global Internet community, and an example of such a network is: 

"MySpace". Here, smaller groups are formed based on common interests. Other social networks are 

focused on specific demographic groups (e.g. “BlackPlanet and MiGente”). This group is the most 

numerous social network, including Facebook, Twitter and Google +. 

 Social networks of professionals - they represent a subgroup of the previous group. One or more 

specificities connect the members of these communities. An example of this group social network 

is LinkedIn (a social network for business professionals). 

 Networks for the exchange of multimedia content - the primary "activity" of this group social 

network is the publication of images, videos and audio recordings. The most popular network for 

sharing audio content is YouTube, and networks for sharing visual content are Instagram, Flickr and 

others. 

 Music social networks - could be included in the previous group of networks, but according to 

some experts, they stand out as a separate category. The role of these social networks is to share 

music with friends. All users can search and listen to their favorite artists as their songs. It is possible 

to rank and comment on playlists, and based on ratings, the network receives information about user 

preferences. An example of such a social network is YouTube. 

 Social networks for bookmarking - Bookmarking is the practice of saving web links in web 

browsers. In some browsers, these tags are called bookmarks; in others, they are called favorites. 

The point is to save the same web link in the list on the social network. When users save a link, it is 

possible to group them and mark them according to keywords ("tags"). An example is Pinterest. 

 Social networks of bloggers - a place for a standard profile; each user runs and writes his blog 

and edits it with a topic of his choice. It is possible to form smaller communities with other bloggers. 

Social networks have changed the world and become part of people's daily interactions. Currently, 

there are many modern networks. Some are popular, and some are more popular. Their popularity 

depends on people's adaptation to new technologies to retain existing users and attract new ones. 

2. Research methods 

Relevant literature and empirical research from thematic journals were used to write this paper. The 

collected data were examined using qualitative methods. The paper aims to investigate which social 

networks respondents use most often and how they can be used for viral marketing. The research was 

carried out using a voluntary and anonymous survey. The questionnaire was structured specifically for 

this research and based on the literature study that enabled the definition of the research variables. The 

survey questionnaire is divided into two parts. The first part includes the socio-demographic 

characteristics of the respondents, and the second part involves questions related to social network 
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variables and viral marketing. Multiple-choice questions and a Likert scale are used in the questionnaire. 

The questionnaire was compiled in Google Forms and distributed electronically. Sampling was done 

using random selection, and the sample size was 231 respondents (see Table 1) from the Vojvodina 

area. The research method was used to obtain the necessary data on the socio-demographic 

characteristics of the respondents/students, the most often used social networks among this population, 

and the habits and attitudes of the population regarding this topic. The collected research data were 

statistically processed in SPSS and presented in tabular form. Since the obtained data are not normally 

distributed, the Kruskal-Wallis H and Mann-Whitney tests were used for statistical processing. These 

are non-parametric tests used to determine whether there are statistically significant differences between 

two, i.e. multiple subgroups of independent variables. 

3. Findings and discussion 

The general characteristics of the respondents are shown in Table 1. 

 

Table 1 
General Characteristics of the Respondents 

  Frequency  
Per 

cent 

Valid 

Percent 

Cumulative 

Percent 

Sex 

Male 75 
 

32.5 32.5 32.5 

Female 156 67.5 67.5 100 

Total 231 100 100  

Age of the 

Respondents 

Less than 18 6 2.6 2.6 2.6 

18 – 25  119 51.5 51.5 54.1 

26 – 35  26 11.3 11.3 65.4 

36 – 45  27 11.7 11.7 77.1 

46 – 55  46 19.9 19.9 97 

Over 55  7 3.0 3.0 100 

Total  231 100 100  

Employment 

status 

Pupil 22 9.5 9.5 9.5 

Student 92 39.8 39.8 49.3 

Unemployed 9 3.9 3.9 53.2 

Employed 104 45.0 45 98.2 

Retired 4 1.7 1.8 100 

 Total 231 100 100  

 

Based on the previously processed data in the table, it can be concluded that the answers to the 

questions regarding the gender of the respondents were mostly given by female respondents (156 

respondents, i.e. 67.50%), compared to male respondents (75 respondents, i.e. 32, 50%). Although the 

deviation between the sexes is not very small, this structure of responses was not crucial for further 

investigation. When it comes to the age of the respondents, based on the statistically obtained results, 

it is concluded that the questionnaire was mostly filled out by the young population aged 18-25 years, 

i.e. 119 respondents, which is 51.50% of the total number of respondents. Then, there are respondents 

between the ages of 46 and 55, which is expressed as a percentage of 19.90%. Respondents between 

the ages of 36 and 45 take third place. There are 11.70% of these respondents. Only one less respondent 

is in the group of respondents aged between 26 and 35. Therefore, there are 26 of these respondents, 

which is 11.30% of the total respondents. The penultimate place is occupied by respondents over 55 

years, who are 3% of the total respondents. In the last place, there is a group of respondents less than 

18 years of age, i.e. of these respondents is 2.60%. It can be concluded that more than half of the 

respondents (51.50%) are aged 18-25. This result is entirely acceptable; given that this is the most 

represented category on social networks. About the work status of the respondents, the most significant 

number of respondents have the status of a student - 92 of them, i.e. 39.80%. Students and employees 

shared the second place, with 22 each (9.50%). The penultimate place is occupied by unemployed 
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respondents (9 respondents, that is, 3.90%). In the last place are pensioners, of whom there are only 

four, i.e. 1.70%). 

 

Table 2 
Descriptive statistics of social networks 

 Frequency Per cent Valid Percent N Mean Std. Deviation 

Instagram 192 79.7 83.1 231 .83 .375 

YouTube 146 60.6 63.2 231 .63 .483 

Facebook 106 44.0 45.9 231 .46 .508 

TikTok 106 44.0 45.9 231 .46 .499 

Snapchat 57 23.7 24.7 231 .25 .432 

Pinterestt 38 15.8 16.5 231 .16 .372 

LinkedIn 11 4.6 4.8 231 .05 .213 

Twitter 9 3.7 3.9 231 .04 .194 

 
Table 2 presents descriptive statistics for the factors of the social networks used by the respondents. 

Social networks are ranked based on the mean value (Mean). Based on the responder's answers, we can 

conclude that they do not use all social networks equally. Collected data were investigated and ranked 

by use. Instagram is the most used network, with 83.1% of respondents. Then, YouTube is in second 

place and is used by 63.2% of respondents. The third place is the Facebook network, with 45.9% of 

respondents. TikTok took fourth place with 45.9% of respondents. In fifth place is Snapchat, which is 

used by 24.7% of respondents. The Pinterest network takes the penultimate place with 16.5% of 

respondents. LinkedIn is used by 4.8% of respondents. In last place is Twitter, which had 3.9% of 

respondents. The standard deviation of the Twitter social network is .194, which indicates the slightest 

difference between respondents' answers; the reason for this may be the small number of respondents 

who use this network. The most significant difference between respondents' answers is observed in the 

social network Facebook (Std. Dev = .508). 

3.1. Results by Gender 

Evaluating the obtained data and researching whether there is a statistically significant difference 

between gender preferences with the social networks they use, the Mann-Whitney Test was determined, 

and the results are as follows: 

 

Table 3 

Test Statistics a 
Table 4 
Ranks 

 Pinterest 

Mann-Whitney U 4540.500 
Wilcoxon W 7390.500 
Z -4.288 

Asymp. Sig. (2-tailed) .000 

a. Grouping Variable: Sex 
 

 Sex N Mean Rank Sum of Ranks 

Pinterest 

Male 75 98.54 7390.50 

Female 156 124.39 19405.50 

Total 231   
 

 

The Mann-Whitney test results indicate a statistically significant difference between the sexes 

regarding the use of the Pinterest network in favor of the female population (U=4540,500, N1=75, 

N2=156, p=0.000). We notice that Female (Mean Rank) is higher than Male (Mean Rank). Based on 

the results, it is concluded that the Pinterest social network is convenient for addressing the female 

population and for viral marketing. 
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3.2. Results by age of the respondents  

Table 5 
Test Statistics a,b 

 Facebook Instagram TikTok YouTube Snapchat Twitter Pinterest LinkedIn 

Chi-Square 36.602 17.212  35.606 10.066 36.159 4.302 5.859 16.207 
df 5 5 5 5 5 5 5 5 
Asymp. Sig. .000 .004 .000 .073 .000 .507 .320 .006 

a. Kruskal Wallis Test 
 b. Grouping Variable: Year 

 

The Kruskal-Wallis test showed that there is a statistically significant difference between the age 

of the respondents and the use: 

1. Facebook networks H(5)=36.602, p<0.000, ɳ2=5.824. The results show that the mean rank 

changes depending on the respondents' age; it is lowest for age group 1 and highest for age group 3. 

2. Instagram networks H(5)=17.212, p<0.004, ɳ2=1.288. The results show that the mean rank 

changes depending on the respondents' age; it is lowest for age group 1 and highest for age group 3. 

3. TikTok networks H(5)=35.606, p<0.000, ɳ2=5.512. The results show that the Mean Rank 

changes depending on the respondents' age; it is lowest for age group 4 and highest for age group 1. 

4. Snapchat networks H(5)=36.159, p<0.000, ɳ2=5.684. The results show that the mean rank 

changes depending on the respondents' age; it is inversely proportional—the higher the rank, the 

lower the age, and vice versa.  

5. LinkedIn network H(5)=16.207, p<0.006, ɳ2=1.142. The results show that the mean rank 

changes depending on the respondents' age; it is lowest for age group 1 and highest for age group 3. 

After establishing statistically significant differences, Post Hoc testing with the Mann-Whitnay test 

was performed to accurately identify different subgroups from one another (age group 1 - (less than 

18), age group 2 - (18-25), age group 3 - (26-35), age group 4 - (36- 45), age group 5 - (46-55), age 

group 6 -over 55). 
 

Table 6 
Test Statistics Facebook 

 1-3 1-4 1-5 1-6 2-3 2-4 2-5 2-6 

Mann-Whitney U 21.000 27.000 51.000 6.000 881.000 1017.000 1831.000 244.000 

  Wilcoxon W 42.000 48.000 72.000 27.000 8021.000 8157.000 8971.000 7384.000 

Z -3.234 -2.921 -2.896 -2.535 -4.091 -3.561 -3.894 -2.275 

Asymp. Sig. (2-tailed) .001 .003 .004 .011 .000 .000 .000 .023 

Exact Sig. [2*(1-tailed 

Sig.)] 
.004b .010b .010b .035b  

  
 

 
By post hoc testing of different age groups' use of the social network Facebook, it was determined 

that there is a difference between the following age groups: 1 and 3, 1 and 4, 1 and 5, 1 and 6, 2 and 3, 

2 and 4, 2 and 5, and 2 and 6. The results indicate differences in the use of the social network Facebook 

between respondents younger and older than 26 years, which should be considered when using this 

social network for viral marketing purposes. 

 
Table 7 
Test Statistics a,b Instagram 

 2-5 2-6 3-5 3-6 

Mann-Whitney U 2143.500 283.500 449.000 59.000 

Wilcoxon W 3224.500 311.500 1530.000 87.000 

Z -3.317 -2.456 -2.375 -2.268 

Asymp. Sig. (2-tailed) .001 .014 .018 .023 

Exact Sig. [2*(1-tailed Sig.)]    .169b 
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By post hoc testing of different age groups' use of the social network Instagram, it was determined 

that there is a difference between the following age groups: 2 and 5, 2 and 6, 3 and 5, 3 and 6. The 

results indicate the differences in the use of the Instagram social network between respondents aged 18 

to 35 and those over 46. 

 
Table 8  
Test Statistics a,b TikTok 

 1-3 1-4 1-5 1-6 2-3 2-4 2-5 

Mann-Whitney U 27.000 15.000 33.000 9.000 1146.500 932.000 1735.500 

Wilcoxon W 378.000 393.000 1114.000 37.000 1497.500 1310.000 2816.500 

Z -2.847 -3.771 -3.701 -2.138 -2.400 -3.932 -4.202 

Asymp. Sig. (2-tailed) .004 .000 .000 .033 .016 .000 .000 

Exact Sig. [2*(1-tailed Sig.)] .012b .001b .001b .101b    

 

By post hoc testing of different age groups in the use of the social network TikTok, it was determined 

that there is a difference between the following age groups: 1 and 3, 1 and 4, 1 and 5, 1 and 6, 2 and 3, 

2 and 4, 2 and 5 The results indicate that there are differences in the use of the social network TikTok 

between respondents under the age of 18 and respondents over the age of 26, as well as between 

respondents aged 18 to 25 and respondents aged 26 to 55. 

 
Table 9   
Test Statistics a,b Snapchat 

 1-3 1-4 1-5 1-6 2-4 2-5 2-6 3-5 

 Mann-Whitney U 41.000 33.000 49.000 7.000 1118.000 1761.500 259.000 496.000 

 Wilcoxon W 392.000 411.000 1130.000 35.000 1496.000 2842.500 287.000 1577.000 

Z -2.293 -3.352 -4.991 -2.494 -3.043 -4.564 -2.021 -2.498 

Asymp. Sig. (2-tailed) .022 .001 .000 .013 .002 .000 .043 .012 

Exact Sig. [2*(1-tailed Sig.)] .078b .024b .009b .051b     

 
Post hoc testing of different age groups in the use of the Snapchat social network found that there 

was a difference between the following age groups: 1 and 3, 1 and 4, 1 and 5, 1 and 6, 2 and 4, 2 and 5, 

2 and 6, 3 and 5. The results indicate that there are differences in the use of the social network Snapchat 

between respondents younger than 18 years and respondents older than 26 years, then respondents aged 

18 to 25 years and respondents 36 to 55 years old, as well as respondents aged from 26 to 35 years old 

with respondents from 46 to 55 years old. 

 
Table 10  
Test Statistics a,b LinkedIn 

 2-3 2-6 3-5 

Mann-Whitney U 1275.500 364.000 509.000 
Wilcoxon W 8415.500 7504.000 1590.000 
Z -3.769 -2.117 -2.033 
Asymp. Sig. (2-tailed) .000 .034 .042 

 

Post-hoc testing of different age groups regarding the use of the social network LinkedIn determined 

a difference between the following age groups: 2 and 3, 2 and 6, 3 and 5. The results indicate that there 

are differences in the use of the social network LinkedIn between respondents from 18 to 25 years old, 

respondents from 26 to 35 years old and respondents older than 55 years old, and respondents from 26 

to 35 years old with respondents from 46 to 55 years old. 

Based on the results, the most statistical differences were observed among the respondents in the 

age groups 18 to 25, 36 to 45, 18 to 25, and 46 to 55; 4 statistically significant differences were observed. 

With social networks such as Facebook and Snapchat, seven statistically significant differences were 

observed between the groups of respondents. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

59



3.3.  Results by work status 

Table 11  
Test Statistics a,b 

 Facebook Instagram TikTok YouTube Snapchat Twitter Pinterest LinkedIn 

Chi-Square 43.336 9.689 35.906 4.785 29.775 2.482 4.865 11.326 
df 4 4 4 4 4 4 4 4 
Asymp. Sig. .000 .046 .000 .310 .000 .648 .301 .023 

a. Kruskal Wallis Test 
b. Grouping Variable: Employment 

 
The Kruskal-Wallis test showed that there is a statistically significant difference between the 

respondent's work status and the use of the following social networks: 

1. Facebook H(4)=43.336, p<0.000, ɳ2=8.165. The results show that the mean rank changes 

depending on the respondent’s work status; it is the lowest for group 2 and the highest for group 4. 

2. Instagram H(4)=9.689, p<0.000, ɳ2=0.408. The results show that the Mean Rank changes 

depending on the respondent’s work status. It is lowest for group 2 and highest for group 3. 

3. TikTok H(4)=35.906, p<0.000, ɳ2=5.605. The results show that the Mean Rank changes 

depending on the respondent’s work status. It is lowest for group 1 and highest for group 2. 

4. Snapchat H(4)=29.775, p<0.000, ɳ2=3.854. The results show that the Mean Rank changes 

depending on the respondent’s work status. It is lowest for group 5 and highest for group 2. 

5. LinkedIn H(4)=43.336, p<0.000, ɳ2=8.165. The results show that the mean rank changes 

depending on the respondents' work status; it is the lowest for groups 1 and 2 and the highest for 

group 5. 

 

After establishing statistically significant differences, Post Hoc testing with the Mann-Whitnay test 

was performed to accurately identify different subgroups from one another (1 - unemployed, 2 - student, 

3 - student, 4 - employed, 5 - retired) in the respondent’s work status group. 

 

Table 12 
Test Statisticsa,b TikTok 

 1-2 1-3 2-4 2-5 3-4 

Mann-Whitney U 40.000 254.000 527.000 19.000 3206.000 

Wilcoxon W 85.000 299.000 5987.000 29.000 8666.000 

Z -3.097 -2.227 -4.733 -2.311 -4.638 

Asymp. Sig. (2-tailed) .002 .026 .000 .021 .000 

Exact Sig. [2*(1-tailed Sig.)] .009b   .081b  

 
By post hoc testing of different subgroups of respondents by work status in the use of TikTok, it was 

determined that there is a difference between the following subgroups: 1 and 2, 1 and 3, 2 and 4, 2 and 

5, 3 and 4. The results indicate the existence of different uses of the social network TikTok between 

respondents of employment subgroups, which should be taken into account when using this network 

for viral marketing purposes. 

 
Table 13 
Test Statistics a,b Snapchat 

 1-2 2-3 2-4 2-5 3-4 

Mann-Whitney U 51.500 755.000 600.000 18.000 3724.000 
Wilcoxon W 96.500 5033.000 6060.000 28.000 9184.000 
Z -2.397 -2.188 -5.061 -2.132 -3.731 
Asymp. Sig. (2-tailed) .017 .029 .000 .033 .000 
Exact Sig. [2*(1-tailed Sig.)] .037b   .069b  
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Post hoc testing of different subgroups of respondents by work status in the use of Snapchat 

determined a difference between subgroups 1 and 2, 2 and 3, 2 and 4, 2 and 5, 3 and 4. The results 

indicate the existence of different uses of the social network Snapchat between respondents of 

employment subgroups, which should be taken into account when using this network for viral marketing 

purposes. 

 
Table 14 
Test Statistics a,b Facebook, Instagram and LinkedIn 

 Facebook Instagram LinkedIn 

 1-4 2-4 3-4 2-3 3-4 2-5 3-4 3-5 

Mann-Whitney U 247.000 558.000 2811.000 813.000 4090.000 33.000 4422.000 140.000 

Wilcoxon W 292.000 811.000 7089.000 1066.000 9550.000 286.000 8700.000 4418.000 

Z -2.823 -4.418 -5.734 -2.595 -2.808 -2.345 -2.397 -3.261 

Asymp. Sig. (2-tailed) .005 .000 .000 .009 .005 .019 .017 .001 

Exact Sig. [2*(1-tailed Sig.)]      .471b  .440b 

a. Grouping Variable: Employment 
b. Not corrected for ties. 

 
By post hoc testing of different subgroups of respondents by work status in the use of the social 

network Facebook, it was determined that there is a difference between the following groups: 1 and 4, 

2 and 4, 3 and 4. The results indicate different uses of the social network Facebook between the 

respondent's different employment subgroups, which should be taken care of when using this network 

for viral marketing purposes. 

Post hoc testing of different subgroups of respondents by work status group in the uses of the 

Instagram social network show a difference between the following subgroups: 2 and 3, 3 and 4. The 

results indicate differences in the use of the Instagram social network between respondents of different 

employment groups, which should be considered when using this network for viral marketing purposes. 

 

Post hoc testing of different subgroups of respondents by work status group in the use of the 

LinkedIn social network show a difference between the following subgroups: 2 and 5, 3 and 4, 3 and 5. 

The results indicate differences in the use of the LinkedIn social network between respondents of 

different employment groups, which should be taken care of when using this network for viral 

marketing purposes. 

The results show the most statistical differences between students and employees (5) subgroups. For 

the social networks TikTok and Snapchat, five statistically significant differences were observed 

between the subgroups of respondents. 

4. Discussion 

The research findings illustrate the significant role that social networks play in viral marketing and 

how various demographic factors, such as age, gender, and employment status, influence social network 

usage. The analysis, conducted using non-parametric tests (Kruskal-Wallis and Mann-Whitney), 

reveals that not all social networks are equally effective in reaching all demographic groups. For 

instance, 83.1% of respondents use Instagram as the most popular platform, followed by YouTube with 

63.2%. These networks offer great potential for viral marketing, especially considering their widespread 

use among younger audiences. 

The results are consistent with other studies that have found Instagram and YouTube to be highly 

influential in viral marketing, given their massive user base and ease of content sharing (Baabcha et al., 

2022). These platforms facilitate the fast spread of information, particularly visual content, which often 

performs better in engaging users and encouraging shares. Additionally, viral marketing benefits from 

platforms embedded with strong social ties, which enhance trust and the likelihood of content 

dissemination (Borges-Tiago et al., 2018). 

The results also indicate that Pinterest appeals more to women, making it an ideal platform for 

targeting female audiences through viral marketing. This finding aligns with previous research showing 
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that content tailored to specific demographics performs better in engagement and sharing (Akyol, 2013). 

Similarly, TikTok and Snapchat have a strong presence among younger users, particularly those aged 

18-25, such as students and pupils. This suggests that these platforms are well-suited for engaging 

younger audiences in viral marketing campaigns, as supported by findings from other studies focusing 

on the effectiveness of firm-generated content across different platforms (Supartiwi et al., 2023). 

On the other hand, Facebook is more frequently used by older groups (ages 26-55) and employed 

individuals, making it a strong contender for targeting mature, professional demographics. This is 

consistent with prior studies that emphasise the role of Facebook in reaching older age groups, who 

tend to use it more frequently for professional or personal communication (Ahmed & Abdelkader, 

2018). LinkedIn, a network for professionals, is best utilised to address unemployed or career-oriented 

individuals. Research confirms LinkedIn’s effectiveness in engaging individuals looking for career-

related content, further demonstrating the importance of selecting the right platform for the right 

audience (Baabcha et al., 2022). 

The key takeaway from this research is that viral marketing strategies must be tailored to specific 

social networks based on the audience’s demographics and usage patterns. This differentiation enables 

more effective communication, higher engagement rates, and a better likelihood of a viral campaign. 

As Borges-Tiago et al. (2018) noted, content that aligns with the emotional tone and arousal level 

preferred by the platform’s demographic will significantly enhance its virality. 

5. Conclusion 

The study confirms that social networks are vital for viral marketing, providing platforms where users 

organically share content, leading to rapid and widespread visibility. The research highlights significant 

differences in social network usage across various demographic groups, which must be considered 

when designing viral marketing campaigns. The main conclusions include: 

1. Instagram and YouTube are the most widely used networks, making them essential platforms 

for viral marketing campaigns targeting broad, young demographics. 

2. Pinterest is particularly effective for campaigns aimed at the female population. 

3. Given their popularity among younger audiences, TikTok and Snapchat are ideal for engaging 

them, particularly students and teenagers. 

4. Facebook is more suitable for older demographics, especially individuals aged 26-55, and for 

targeting employed individuals. 

5. LinkedIn is best utilised to reach unemployed or professional individuals, especially those 

seeking career-related content. 

The findings suggest that marketers should carefully select their social media platforms based on the 

target audience's demographic characteristics to maximise the effectiveness of viral marketing 

campaigns. Future research should explore more extensive and diverse samples to validate these 

insights further and delve into the specific content types that drive viral sharing on different platforms. 
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Abstract: 
The accelerated technological development in the field of information technology has not been 
adequately accompanied by a legal procedural and organizational framework. Only the initial 
legal framework has been set for the area of information security, privacy and critical 
infrastructure, which in practice is not covered by organizational measures. An even greater 
discrepancy is present in attempts to apply artificial intelligence in critical infrastructure 
systems where there are no established good technological practices and the legislative 
framework only partially recognizes and regulates this area. The paper aims to present 
experiential recommendations in critical infrastructure systems for the areas of privacy and 
personal data protection, information security and artificial intelligence. Through the work, 
recommendations will be given for the establishment of an ISO-based management system that 
should meet the basic functional requirements related to critical infrastructure systems. The 
authors especially emphasize the need to apply information security and privacy in critical 
infrastructure systems, but at the same time they challenge the justification of applying 
artificial intelligence in critical infrastructure. 
 
Keywords: 
information security, artificial intelligence privacy, critical infrastructure 

1. Introduction 

The global digitization of all aspects of life is a thing of the past. The functioning of the state, 
economy and individuals is impossible without electronic services, which have become indispensable 
even in non-technologically based areas. Access to a large amount of data has been established, and at 
the same time, a legal or physical entity provides a large amount of data about itself. A large amount of 
data is processed, and data is collected without a clearly defined basis. From the collection of a large 
amount of data, the foundations for some advanced techniques have been created, the most popular of 
which is artificial intelligence. We are witnessing that many things are called artificial intelligence for 
the purposes of popularization, although in essence it is not. The most widespread technique for creating 
predictive statistical models from large amounts of data is machine learning. The popularization of 
artificial intelligence is followed by the media, politically, with disputed methodological bases of 
analysis, but also with great hope that it will improve all aspects of life and bring benefits to individuals, 
the economy and state bodies. In all these mostly disputed assumptions, it is necessary to pay attention 
to the technological, legal and organizational framework of the critical infrastructure, which must 
carefully apply the requirements of privacy and information security to consider the possibilities of 
applying artificial intelligence. 

2. Critical infrastructure 

Critical infrastructure is any system whose interruption of functioning or interruption of delivery of 
goods or services can have serious consequences on national security, health and lives of people, 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

64

mailto:email1@mail.com


property, environment, citizens' safety, economic stability, i.e. threatens the functioning of the state. 
Protection of critical infrastructure is a set of activities and measures aimed at establishing the 
functioning of critical infrastructure in the event of disruption or destruction, that is, protection in the 
event of threats and prevention of the consequences of disruption or destruction [1]. The sectors that 
are most often identified as critical infrastructure are: energy, transport, water and food supply, health, 
finance, telecommunications and information technologies, environmental protection and the 
functioning of state bodies.  

The initial procedural framework for critical infrastructure is the relevant law, most often the Law 
on Critical Infrastructure and the standard ISO 22301 Security and resilience - Business continuity 
management systems - Requirements (international but also national standard) [2]. 

State bodies are usually charged by law to be guided by the following principles in the area of critical 
infrastructure protection: 1) the principle of an integrated approach - in the protection of critical 
infrastructure before, during and after disruptions or interruptions in the functioning of critical 
infrastructure, competent state authorities and reference entities participate, taking into account the 
various types of dangers arising from the risk analysis, and taking into account the interdependence of 
the critical infrastructure sector infrastructures and their interaction; 2) the principle of responsibility - 
the operators of the critical infrastructure are directly responsible for the functioning of the critical 
infrastructure, and for the improvement of the protection the critical infrastructure, in addition to the 
operators, all competent state bodies and reference entities are also responsible; 3) the principle of 
protection against various types of threats - operators, competent state authorities and reference entities 
in ensuring the continuous operation of critical infrastructure are obliged to take into account various 
types of risks; 4) the principle of continuous planning for the protection of critical infrastructure - the 
protection of critical infrastructure is based on a constant process of risk analysis for the functioning of 
critical infrastructure and assessment of the adequacy of protection measures; 5) the principle of data 
and information exchange and data protection - state authorities and reference entities are obliged to 
timely and continuously exchange the necessary data and information while protecting data related to 
critical infrastructure, in accordance with the regulations, regulating the protection of secret data. 

In practice, acting according to the stated principles does not work in the prescribed way: 1) the 
principle of an integrated approach - competent state authorities and reference entities did not perform 
a risk analysis taking into account the interdependence of critical infrastructure sectors and their 
interaction or did not perform a risk analysis in the domain of critical infrastructure requirements at all; 
2) the principle of responsibility - competent state authorities and reference entities are not obliged to 
document what their responsibilities are in the domain of critical infrastructure requirements; 3) the 
principle of protection against various types of threats - competent state authorities and reference 
entities did not carry out identification, analysis and guidelines for reacting to various types of risks; 4) 
the principle of continuous planning for the protection of critical infrastructure - competent state 
authorities and reference entities do not perform a continuous process of risk analysis for the functioning 
of critical infrastructure and do not perform assessments of the adequacy of protection measures; 5) the 
principle of data and information exchange and data protection - competent state authorities and 
reference entities do not perform timely and continuous exchange of necessary data and information 
while simultaneously protecting data related to critical infrastructure. They are not aware of the 
necessary data they need to handle nor what is the adequate time frame for certain data. The above 
examples show that the legal procedural framework cannot function by itself without integration with 
the missing technological and organizational framework. 

The recommendation is to implement a legal procedural, technological and organizational 
framework that will establish multidisciplinary and multidepartmental requirements of the stated 
principles in practice by executing all requirements with the introduction of a body for coordination and 
a body for monitoring prescribed requirements. The best implementation path is the implementation of 
the required ISO standards specific to each critical infrastructure entity. When forming teams that will 
deal with the fulfillment of these principles, it is necessary to insist on a multidisciplinary approach 
with the external inclusion of missing expertise. The above guidelines are provided for the purpose of 
improving and fully implementing the missing functional framework so that the critical infrastructure 
can perform its designed and required functions. 
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3. Data privacy 

The protection of personal data includes the rights of natural persons in relation to the processing of 
their personal data, the security of that data, as well as the obligations of the data handlers which own 
or process that data. Data privacy is predominantly legally procedural dimension, but for the purposes 
of full functionality. It must be integrated with the technological requirements of the implemented 
environment and organizational measures of human capacities in the organization [3]. 

The initial procedural framework for data privacy is the appropriate law, most often the Personal 
Data Protection Act (in European countries adopted on the model of the General Data Protection 
Regulation (GDPR) from 2016) and the standard ISO/IEC 27701 Security techniques - Extension to 
ISO/IEC 27001 and ISO/IEC 27002 for privacy information management - Requirements and 
guidelines (international but also national standard).  

We are witnessing a society characterized by the processing of a large amount of different data in 
the BIG DATA era. Data on users, their activities and behavior are used for analysis and creation of user 
profiles, targeted marketing of products or services adapted to the personal characteristics and needs of 
users. The practice of data collection is sometimes clear, although not approved, for private companies 
that view data as a development resource, but it is unclear for state authorities that use monopolistically 
established services to collect and forward data to unknown sources for data processing. It is an open 
secret that Internet sites, even state ones, can function without Cookies (small files of information that 
a web server generates and sends to a web browser). Personal data is all data related to a person, based 
on which he can be identified (directly or indirectly) and his privacy can be threatened. Personal data 
means: Name and surname of a person, Residential address, e-mail address, Photo, IP address, Location 
where the person is located, Data used for analysis and creation of the user's profile (working abilities, 
economic situation, personal interests, behavior, consumer habits, movement, etc.) and the person's 
online behavior (data collected through web cookies). 
 

 
Figure 1: An example 5W extended PIMS matrix 

 
The EU General Data Protection Regulation - GDPR emphasized the protection of special categories 

of personal data: Racial affiliation, National affiliation, Religious affiliation, Trade union membership, 
Sexual orientation, Health information, Biometric data and Genetic data. 

Full implementation of standards ISO/IEC 27701 Security techniques - Extension to ISO/IEC 27001 
and ISO/IEC 27002 for privacy information management - Requirements and guidelines through the 
Privacy Information Management System (PIMS) is recognized by the establishment of all required 
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10 obrada je neophodna u svrhe arhiviranja u javnom interesu, u svrhe naučnog ili istorijskog istraživanja i u statističke svrhe, u skladu sa članom 92. stav 1. ovog zakona
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requirements in the standard and especially by the implementation of the 5W (WHO, WHY, WHERE, 
WHEN, WHAT) matrix with extended dimensions.  

The author's recommendation is to implement the extended 5W matrix with the dimensions of 
access, risks and threats and vulnerabilities. The author's recommendation is to implement the extended 
5W matrix with the addition of the dimensions of access, risks and threats and vulnerabilities. Identified 
data according to all the mentioned criteria represent the basis for establishing a privacy management 
system in a legal procedural, technological and organizational framework according to the requirements 
of the ISO/IEC 27701 standard. 

4. Information security 

Information security is a set of measures that enable the data handled by the application of the ICT 
system to be protected from unauthorized access, as well as to protect the integrity, availability, 
authenticity and non-repudiation of that data, so that the system functions as intended, when intended 
and under the control of authorized persons. The initial procedural framework for information security 
is the appropriate law, most often the Law on Information Security and the standard ISO/IEC 27001 
Information security, cybersecurity and privacy protection - Information security management systems 
- Requirements. Information Security Management System (ISMS) should represent a systematic 
approach for establishing, implementing, functioning, monitoring, reviewing, maintaining and 
improving the organization's information security, in order to achieve business goals, but risk 
management must not be neglected [4]. The ISMS must be based on the assessment of information 
security risks and the level of acceptability of such risks by the state authority in such a way as to 
effectively and efficiently treat the risks and to manage the risks in an adequate manner [5]. 
Requirements for the protection of information assets, whether they are legal, regulatory, contractual or 
as a consequence of risk management and the application of appropriate controls, when necessary, 
contribute to the successful implementation of ISMS. The framework for the treatment of information 
security risks is defined through ISO/IEC 27005 Information security, cybersecurity and privacy 
protection - Guidance on managing information security risks. 

 
Figure 2.  Information security risk management proces, ISO/IEC 27005 

 
In addition to the 245 Published standards of the ISO Technical Committee ISO/IEC JTC 1/SC 27 - 

Information security, cybersecurity and privacy protection of which only 80 requirements the ISO/IEC 
27K mark, the standard stands out in the topic of the work: ISO/IEC TR 27563 Security and privacy in 
artificial intelligence use cases - best practices. Standard outlines best practices on assessing security 
and privacy in artificial intelligence use cases, covering in particular those published in ISO/IEC TR 
24030. The following aspects are addressed: an overall assessment of security and privacy on the AI 
system of interest; security and privacy concerns; security and privacy risks; security and privacy 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

67



controls; security and privacy assurance; and security and privacy plans. Security and privacy are 
treated separately as the analysis of security and the analysis of privacy can differ. 

5. Artificial intelligence 

Today, when many new disciplines by using artificial intelligence have developed, perhaps the 
definition of the ICT research house Gartner is the closest to today's moment: "Artificial intelligence 
(AI) applies advanced analysis and logic-based techniques, including machine learning, to interpret 
events, support and automating decisions and taking actions”. 

Artificial intelligence systems rely on data inputs from initial development through the training 
phase and use in real time. Considering the broad definition of personal data under European data 
protection laws, the development and use of AI systems will often result in the processing of personal 
data. Artificial intelligence is a regulated technology through EU AI law, so practitioners and 
organizations must understand the close relationship between personal data protection law, information 
security and EU AI Act. The European Union's approach to artificial intelligence is based on the idea 
that individuals and companies use the advantages of artificial intelligence, but in a safe way and with 
the existence of precise rules, in order to ensure the smooth functioning of the market and the public 
sector and to ensure the protection of the fundamental rights of individuals [6]. The General Data 
Protection Regulation (“GDPR”) is a technology-neutral regulation. As the definition of “processing” 
under the GDPR is broad (and in practice includes nearly all activities conducted on personal data, 
including data storage), it is evident that the GDPR applies to AI systems, to the extent that personal 
data is present somewhere in the lifecycle of an AI system. It is very difficult to separate personal data 
from non-personal data, which increases the likelihood that AI systems process personal data at some 
point within their lifecycle. While AI is not explicitly mentioned in the GDPR, the automated decision-
making framework (article 22 GDPR) serves as a form of indirect control over the use of AI systems, 
on the basis that AI systems are frequently used to take automated decisions that impact individuals. 
The AI Act has established different rules for different levels of risk. The new rules establish obligations 
for providers and users depending on the level of risk from artificial intelligence. While many AI 
systems pose minimal risk, they need to be assessed. AI systems that negatively affect safety or 
fundamental rights will be considered high risk and will be divided into two categories: 

I) AI systems that are used in products falling under the EU’s product safety legislation.  
II) AI systems falling into specific areas that will have to be registered in an EU database: 
- Management and operation of critical infrastructure 

- Education and vocational training 
- Employment, worker management and access to self-employment 
- Access to and enjoyment of essential private services and public services and benefits 
- Law enforcement 
- Migration, asylum and border control management 
- Assistance in legal interpretation and application of the law. 
The reference standard for artificial intelligence is ISO/IEC 42001 Information technology - 

Artificial intelligence - Management system. In addition to the above standard, the technical 
committee ISO/IEC JTC 1/SC 42 - Artificial intelligence published 31 standards, of which special 
attention should be paid to the following standards: 

- ISO/IEC 5339 Information technology - Artificial intelligence - Guidance for AI applications.  
- ISO/IEC TR 5469 Artificial intelligence - Functional safety and AI systems.  
- ISO/IEC TS 8200 Information technology - Artificial intelligence - Controllability of automated 

artificial intelligence systems.  
- ISO/IEC 23894 Information technology - Artificial intelligence - Guidance on risk management.  
- ISO/IEC TR 24027 Information technology - Artificial intelligence (AI) - Bias in AI systems and 

AI aided decision making.  
- ISO/IEC TR 24028 Information technology - Artificial intelligence - Overview of trustworthiness 

in artificial intelligence.  
- ISO/IEC TR 24368 Information technology - Artificial intelligence - Overview of ethical and 

societal concerns.  
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- ISO/IEC 38507 Information technology - Governance of IT - Governance implications of the use 
of artificial intelligence by organizations.  

Special attention of the future vision of creating requirements of future standards is caused by the 
withdrawal of standards ISO/IEC WD TS 22440 Artificial intelligence - Functional safety and AI 
systems - Requirements in phase 20.98 (20 Preparatory, after the adopted phase 60 Completion of main 
action). ISO/IEC WD TS 22440 provides requirements and guidance on the terminology, properties, 
risk factors, processes, methods, techniques and architectures relating to: - use of AI technology within 
a safety-related function; - use of safety-related function based on conventional technology to ensure 
safety of a system using AI technology; - use of AI technology to design, develop and verify safety-
related functions. This document includes general considerations on how security threats can affect 
safety of an AI system. Unless differently specified, this document is applicable to all types of AI 
technologies. It includes specific details on machine learning (ML). A very important topic of standards: 
Artificial intelligence - Functional safety and AI systems - Requirements strategically continues the 
development of standards ISO/IEC AWI TS 22440-1 Artificial intelligence - Functional safety and AI 
systems - Part 1: Requirements, ISO/IEC AWI TS 22440-2 Artificial intelligence - Functional safety 
and AI systems - Part 2: Guidance and ISO/IEC AWI TS 22440-3 Artificial intelligence - Functional 
safety and AI systems - Part 3: Examples of application. 

 

 
Figure 3.  Relationship between basic ISO standards of critical infrastructure and artificial intelligence 
 

The basic standards of critical infrastructure are ISO/IEC 27001 Information security, cybersecurity 
and privacy protection - Information security management systems - Requirements, ISO/IEC 27701 
Security techniques - Extension to ISO/IEC 27001 and ISO/IEC 27002 for privacy information 
management - Requirements and guidelines, ISO/IEC 20000-1 Information technology - Service 
management Part 1: Service management system requirements, ISO 22301 Security and resilience - 
Business continuity management systems - Requirements, ISO 9001 Quality management systems - 
Requirements, ISO 21502 Project, programme and portfolio management - Guidance on project 
management. The requirements of the mentioned standards are guidelines for the possible inclusion of 
the Artificial Intelligence System according to the standard ISO/IEC 42001 Information technology - 
Artificial intelligence - Management system. 

It is possible to use artificial intelligence, only if it is procedurally arranged according to the 
requirements of standards (international and mostly national) ISO/IEC 42001 Information technology 
- Artificial intelligence - Management system. Application of the specified standard in the system of 
critical infrastructure can be established only if the requirements of ISO/IEC 27001 Information 
security, cybersecurity and privacy protection - Information security management systems - 
Requirements and ISO/IEC 27701 Security techniques - Extension to ISO/IEC 27001 and ISO/IEC 
27002 for privacy information management - Requirements and guidelines. 
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Figure 4.  Relationship between ISMS and PIMS of critical infrastructure and AI 
 

The requirements of the ISO/IEC 27701 standard are extended to the requirements of the standard 
in the field of personal data protection, European and national regulations in the field of privacy, while 
the requirements of the ISO/IEC 27001 standard are extended to the relevant standards from the family 
of the ISO/IEC 27K standard, but also to specific functional links entities of critical infrastructure in 
the areas of standards that they apply in their work. 

The author's recommendation is that of the 80 published standards of the ISO technical committee 
ISO/IEC JTC 1/SC 27 - Information security, cybersecurity and privacy protection which bear the 
ISO/IEC 27K mark, attention is required in addition to the base standard ISO/IEC 27001 Information 
security, cybersecurity and privacy protection - Information security management systems - 
Requirements, conform to the following standards: 

- ISO/IEC 27018 Information technology - Security techniques - Code of practice for protection of 
personally identifiable information (PII) in public clouds acting as PII processors, 

- ISO/IEC 27021 Information technology - Security techniques - Competence requirements for 
information security management systems professionals, 

- ISO/IEC 27036-2 Cybersecurity - Supplier relationships - Part 2: Requirements, 
- ISO/IEC 27036-3 Cybersecurity - Supplier relationships - Part 3: Guidelines for hardware, 

software, and services supply chain security, 
- ISO/IEC 27037 Information technology - Security techniques - Guidelines for identification, 

collection, acquisition and preservation of digital evidence, 
- ISO/IEC 27039 Information technology - Security techniques - Selection, deployment and 

operations of intrusion detection and prevention systems (IDPS), 
- ISO/IEC 27042 Information technology - Security techniques - Guidelines for the analysis and 

interpretation of digital evidence, 
- ISO/IEC 27070 Information technology - Security techniques - Requirements for establishing 

virtualized roots of trust. 
Analyzing the stated requirements of the standard, we come to the conclusion that the 

implementation of artificial intelligence in critical infrastructure systems is not only a matter of trend 
and the desire to facilitate ongoing work, but is a risk-based business that opens up many dilemmas [7]. 
The work of the critical infrastructure entity must not be viewed only from the technological aspect 
while neglecting the legal procedural and organizational part of the requirements. In practice, it has 
been shown that systems that emphasize a low price cannot achieve a sufficient level of acceptable risk, 
and that they are inversely proportional. The level of information security increases with the price of 
implemented solutions, with the emphasis that a high price does not guarantee a high level of 
information security. The critical infrastructure entity must define an acceptable level of risk that should 
result from the treatment of individual risks that are specific to that entity as required by the standards. 
There is no technology that can violate the conclusions of risk treatment and be positioned outside the 
zone of acceptable level of risk. Globally based AI systems from the aspect of risk analysis show that 
the application of such concept is unacceptable from the aspect of information security. State-based and 
Entity-based AI systems are acceptable from the point of view of information security risk analysis, but 
they represent a huge investment that most countries in Europe are unable to finance. There are 
proposals to build the concept of State based AI system as EU member-based AI system for critical 
infrastructure systems of EU member states. 
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Figure 5.  Zone of possible use of AI for critical infrastructure systems 

6. Conclusions 

The use of artificial intelligence systems is a modern trend that should not impress critical 
infrastructure systems in the hope that it will solve all their problems, but the eventual use of artificial 
intelligence should be based exclusively on risk management. The guidelines for the above conclusion 
were given on the basis of numerous analyzes in the critical infrastructure system. The above conclusion 
is a requirement of the legal procedural framework of information security and privacy protection, and 
certainly represents a technological gap in critical infrastructure systems. In critical infrastructure 
systems, it must be insisted that decisions about the use of artificial intelligence are made only on the 
basis of risk treatment. 
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Abstract: 
The proliferation of machine vision systems has driven the need for efficient management and 
control of single, or multiple cameras, particularly in industrial and research settings where 
reliability and precision are paramount. This paper presents a programming model tailored for 
GenICam-based cameras and aimed at abstracting the complexities associated with managing 
a large number of cameras within a unified, programming interface. Key challenges addressed 
include ensuring reliable image capture and providing a scalable solution adaptable to varying 
hardware setups. The implementation of this model can help users achieve consistent image 
acquisition performance, minimize programming overhead, and facilitate easier integration 
into larger vision systems. Carefully assessing the need of the domain in terms of image data 
capture is essential in determining the type of data structures needed and the way the image 
data itself is meant to be used. 
 
Keywords: 
genicam, machine vision cameras, machine vision, programming model 

1. Introduction 

Over the last several decades, digital camera device technology has made huge leaps in quality and 
accessibility, both to consumers and professional users [1]. The area where this is most visible is in the 
mobile phones industry, as the rise of social media presence has increased the demand for higher quality 
imaging devices [2]. These devices continue to improve the number of pixels available, as well as the 
general quality of images they generate. Mobile phone cameras generally provide their users with 
control that is of a much coarser grain than some professional environments might need. For these, 
depending on the concrete application, different types of camera devices are suited. For professional 
photography of different styles, SLR (Single-Lens Reflex) type camera and ILC (Interchangeable Lens 
Cameras) are dominant.  

 
In a large majority of industrial applications, machine vision cameras are used for their speed, level 

of control and reliability in operation. These industrial applications include, automotive industry, food 
and beverage industry, pharmaceutical industry, scientific research, etc. [3,4] In these industries, the 
importance of consistency, reliability and correctness is imperative. This is combined with the need for 
a software suite that will reliably deliver image information and process it accordingly. For applications 
requiring consistency in operation and precision, it is often both convenient and cost effective to have 
generic software control for many types of devices from different vendors. The GenICam (Generic 
Interface for Cameras) standard was created to, in a way, solve this particular problem [5]. 

 
Machine vision cameras come in a wide array of types [6], each tailored to specific tasks within 

industrial and scientific applications. Area scan cameras are among the most common, used for 
capturing 2D images in applications such as quality inspection and object recognition. Line scan 
cameras, on the other hand, are ideal for continuous processes like web inspection and high-speed 
sorting, where a single line of pixels is captured repeatedly to form a complete image. Thermal imaging 
cameras detect infrared radiation and are used in applications requiring temperature measurement, such 
as monitoring industrial equipment or detecting heat leaks. Hyperspectral cameras capture images 
across a wide spectrum of light beyond visible wavelengths, providing detailed information for 
applications in agriculture, medical diagnostics, and mineral exploration. Additionally, each type of 
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camera model mentioned here, comes in a wide variety of hardware interfaces. These include Ethernet-
based cameras, USB cameras, FireWire cameras, CoaXPress, etc., each with its own challenges in terms 
of system integration, requiring different hardware support. All this deepens the potential complexity 
of vision systems and makes it difficult for system integrators to make solid, future-proof decisions 
regarding their vision application, further emphasizing the need for a solid, all-encompassing software 
solution, for all machine vision camera types. 

 
Though not a novel idea [7] in and of itself, the goal of this paper is to present a data model to be 

used for quickly building image capture applications for GenICam based devices by users that have 
some "hands-on", but not necessarily much programming experience in and of itself. The idea is to have 
fast iteration on application development, providing fast turnaround and immediate feedback on the 
application itself. This model is designed to be as simple as possible while being generic enough to 
cover a wide range of use cases, mostly focused on simple data capture. This programming model can 
be used as a base to develop more complex pieces of software depending on the need of the application 
in question. The accent here is in the generic nature of the data structures given in the model. In the 
paper, following this chapter, we will give a brief overview of the GenICam standard and how it is used. 
Then, we will present the camera model which we will refer to for programming. After that, we present 
the programming model itself and the accompanying API for it that can be used to build more complex 
software. Lastly, we will give a conclusion in which we reflect on the programming model presented 
and present some possible future work that can be done based on it. 

2. GenICam 

Today’s digital cameras, in general have much more functionality than just simply delivering an 
image. Processing the image and appending the results to the image data stream, controlling external 
hardware, etc. have become common tasks for machine vision cameras. As a result, the programming 
interface for cameras has become more complex. The goal of GenICam is to provide a generic 
programming interface for all kinds of cameras. No matter what interface technology the cameras are 
using or what features they are implementing, the application programming interface (API) should be 
always the same. 

 
The GenICam standard consists of multiple modules [8]: 
 
• GenApi: Defines the format of an extensible mark-up language (XML) file called camera 
description file that contains all of the required information to automatically map a camera’s features 
to its registers. Adding a new feature to a camera means simply extending the camera’s description 
file, thus making the new feature immediately available to all GenICam aware applications. 
• Standard Features Naming Convention (SFNC): Standardizes the names of more than 220 
commonly used camera features. To comply with GigE Vision and USB3 Vision, only a handful of 
the features such as PixelFormat, etc. are considered mandatory. The rest are either recommended 
or optional. Compliance with the naming convention is important for interoperability, as it frees 
application software from the complexity of situations where vendors call the same feature by 
different names, such as, ‘Brightness’ and ‘Gain’. 
• Defines a software interface provided by some manufacturers of traditional frame grabbers. 
The purpose of GenTL is to provide a generic way to enumerate devices, communicate with devices 
and, if possible, stream data from devices to the host in a manner independent from the underlying 
transport technology. This allows third-party software (such as our proposed programming model) 
to use different technologies to control cameras and to acquire data in a transport layer agnostic way. 
• GenDC: Defines a Generic Data Container (GenDC) format, which allows devices to send any 
form of data (including 3D, multispectral, metadata etc.) in the TL protocol, independent of its 
format. 
• GenCP - Hardware independent protocol which defines register access and events. 
• FWUpdate - Specifies a format for a Generic Update File (GUF). Such an update file can 
contain multiple firmware updates for an arbitrary number of devices. 
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• CLProtocol – Allows cameras that comply with the Camera Link standard to be accessed 
through GenApi. 
 
Since the standard by design is meant to be modular, each of the previously mentioned modules can 

be released independently from each other. 
Detailing each of the modules is beyond the scope of this paper, however the reader is highly 

encouraged to read through the EMVA's documentation regarding the standard [8]. 

3. Camera model framework 

In this section we introduce a model for a camera device that is based and implemented using the 
GenICam standard. 

 
We will define our camera as an imaging device consisting of a single-color imager (sensor), a 

central control unit in the form of a microcontroller that is in charge of controlling camera features and 
sensor read out and transfer to the Host. Host in this case refers to a personal computer to which the 
camera device is connected to. Additionally, we will define camera features as user-controllable settings 
on a camera. The exact architecture and implementation of said features (and consequently the 
microcontroller) is not relevant and beyond the scope of this paper; the hardware is presented to give a 
sort of frame of reference for our API. Following the GenAPI model, features will be divided into 
several categories. Categories can be understood as collections of features that have a similar role in 
what they control in a camera. Categories we will define are as follows: Device, Format, Acquisition, 
Analog, and User. Each of the categories has several features within it. Features are divided further by 
their type. Types of features are Integer, Float, Boolean, String and Enumeration. 

 
The GenICam standard itself defines very few mandatory features that all device implementations 

must have. However, for the purpose of having a functional camera device, some features must be 
declared. In this paper, we will consider a device that has the following features defined: 

 
• WidthMax - Maximum width of the image (in pixels). The dimension is calculated after 
horizontal binning, decimation or any other function changing the horizontal dimension of the 
image. 
• HeightMax - Maximum height of the image (in pixels). This dimension is calculated after 
vertical binning, decimation or any other function changing the vertical dimension of the image. 
• Width - Describes the width of the resulting image. 
• Height - Describes the height of the resulting image. 
• PixelFormat - Describes the format of pixels provided by the device. Describes both the size of 
the pixels and color filter, if applicable [9]. 
• ExposureTime - Describes how long (in units of time, defined by the implementation) the 
sensor will be exposed to light during one cycle of image acquisition. 
• TriggerSource - Describes how the image acquisition is started. This is usually either by using 
a software generated signal, or a hardware (logic) signal. 
• TriggerSelector - Describes how many triggers are expected in acquisition: FrameStart, each 
trigger signal will start capture of a single frame, and AcquisitionStart, where only one trigger signal 
is expected to start frame capture (this is usually called a free-run mode). 
• AcquisitionStart - Command to start the acquisition engine in the device. 
• AcquisitionStop - Command to stop the device's acquisition in the device. 
 
The features, as defined here, are based on the GenICam SFNC [10]. 
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4. Camera control model 

This section will describe a control model for controlling GenICam-based cameras. In order to 
control GenICam-based cameras we must first load the Provider given by a Vendor. Providers are 
runtime binaries that are loaded by the client application. They provide implementation for function 
pointers defined in the GenTL API which the client calls. For the purposes of this paper, the code for 
loading the runtime library will not be shown as it is beyond the scope of this paper. It can be assumed 
that appropriate code is written to load the Provider and that our API functions make use of Provider 
functions appropriately. The programming model and API we present in this paper will be written in 
the C language. The reason for choosing C is due to its versatility, stable ABI and the ability to quickly 
and efficiently write bindings to any other language. 

 
The entry point of our programming API must be a function to discover cameras currently connected 

to the Host. This function is defined as follows: 
 

cam_err cam_discovery(int* camera_count); 
 
The discovery function returns through the output argument the number of devices currently 

connected to the Host. As each function in the API returns an error code from which the user can 
determine the cause of the error. In order to facilitate effective error reporting, two additional functions 
are added: 

 
void cam_last_err_code(cam_err* err_code); 
const char* cam_last_err_msg(); 

After discovery returns a number of cameras greater than 0, the user is expected to “open” the 
camera. The open procedure is defined as a sequence of calls to the device that will initialize it and 
prepare it for user control. This procedure depends on the device itself and it is abstracted away from 
the client of the GenICam device. 

 
cam_err cam_open(int i, cam_camera* cam); 

 
The function accepts an index into the internal list of devices and as output it populates the user’s 

structure representing the camera device. The structure returned as an output argument to the function 
contains all the information about the device, including its model name, serial number, features, etc.  

 
Camera features can have values of different types. For this purpose, the definitions of a camera 

feature can use a C union to represent these values. Based on the type, clients can then read the 
appropriate value. Outside of their name, type and value, features are defined by their access mode. 
Access mode describes the feature’s usability in terms of whether it can only be read from, written to, 
or both read from and written to. A feature can be updated, or queried by using the following functions: 

 
cam_error cam_get_feature(cam_camera* c, const char* n, cam_feature* f); 
cam_error cam_set_feature(cam_camera* cam, cam_feature* ftr); 
 

After opening the camera, the user must have the option to further control the device by starting and 
stopping acquisition and closing the camera once it is no longer needed. Our API provides appropriate 
functions: 

 
cam_err cam_start_acq(cam_camera* cam, cam_callback func); 
cam_err cam_stop_acq(cam_camera* cam); 
cam_err cam_close(cam_camera* cam); 
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We will define the callback function that is passed as an argument to acquisition start in the following 
way: 
typedef void (*cam_callback) (cam_err error, cam_img* image, void* usr_d); 
 

Finally, the structure to hold the image data and metadata (additional data related to the image 
payload) should contain information such as width and height of the image, number of channels the 
image contains (for example, the data can be a color image and therefore have 3 channels), the pixel 
format that describes the data bytes, etc. 

Previously described structures and defined functions are minimally required to be able to efficiently 
control a GenICam-based camera. This API can also be applied to any bespoke SDK for camera 
application development, by any vendor. However, this is not always efficient as each SDK is purpose 
built for and by a specific vendor. Thus, this potentially locks the third-party application to that specific 
vendor. Making a switch to a different vendor could prove costly in such a situation. Having one 
exposed API, like we have shown here, and basing its implementation on the GenICam standard, 
ensures a vendor-agnostic way of camera control. Additionally, it can be assumed that the performance 
of acquisition is as best as possible; this means that if we are set up to capture 60 frames per second, 
we will capture at that frame rate, as stable as possible on a given platform. In highly sensitive 
applications, critical code paths must be kept as short as possible. In such applications it is usual to have 
multi-threaded code and data protection becomes essential. For example, it is common (and useful) to 
have a separate thread from the main one open for image data acquisition and processing. This thread 
might hold data necessary for the rest of the application thus necessitating a form of synchronization 
and data protection. The reader can assume that the API itself is implemented in a thread-safe manner. 

5. Use case 

In this section we describe a use case that requires an application which makes use of our API. The 
application must discover and open cameras, start acquisition, acquire images in accordance with the 
use case, stop acquisition and close the camera to clean up any internally allocated resources. For the 
sake of simplicity, we can assume that all calls are successful. Production code is highly advised to have 
proper error checking. 

 

 
Figure 1: Example of the use case setup we are considering. Inspection shows dimension and weight 
estimates as well as ripeness and if the current item passes inspection. Image edited from [11]. 

 
The use case we will be considering here is a packaging inspection line in a food production facility. 

Figure 1 is a sketch of the setup for the use case [11]. The setup is such that the food packaging is 
traveling through the conveyor belt, and a camera is placed orthogonally against the belt and aimed 
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directly at the passing packages. This camera is taking images of the packages. The control software, 
built with our programming model, performs a check based on some machine vision algorithm which 
determines whether or not the packaging is good. The camera is set to receive a hardware trigger and 
capture only one frame per trigger. The trigger is activated as a package that passes through a sensor 
which activates a light source with a hardware trigger for the camera. 

As mentioned before, the application we create must begin with camera device discovery. Following 
this basic discovery, we will continue preparing for acquisition. For the purposes of this use case, we 
will assume that only one camera is in the system. We then  set two features, exposure time and pixel 
format. These values should be set according to real world conditions and considerations. For example, 
exposure time should be kept at a reasonable minimum in order to avoid problems such as motion blur 
[12]. Motion blur can happen in environments where objects are moving, such as in our use case. Pixel 
format should be chosen based on the machine vision algorithm needed to complete the inspection. 
Ideally, formats that have raw pixel values should be preferred since they carry data that is not altered 
in any way allowing for machine vision applications and algorithms to have true representation of the 
captured environment. After everything is set up, we start the acquisition and let the callback function 
perform all the necessary functionality needed for our use case. After the system is no longer needed, 
we “shutdown” the camera and cleanup resources. 

6. Conclusions 

In this paper a sample of data structures and code examples is given to illustrate and virtualize a real-
world example of an application created to capture images from a camera. The camera model given 
here is intentionally left as simple as possible in order to cover the basics of what a camera might 
represent, programmatically speaking. Though we implement the API in a thread-safe manner, the 
clients of the API must be careful and design their applications with thread-safety in mind. 

 
Vendors will often use the "looseness" of the standard to implement certain features in a way not 

compatible with other vendors, or even camera models from the same vendor. Thus, clients (in this 
case, us with our API) have to adjust the implementation in order to fit the specificity of the vendor 
implementation of the standard. As an example, one vendor might decide to forbid clients from giving 
allocated buffers for the data payload to the acquisition engine. Therefore, we would have to adjust the 
implementation in our API in order to distinguish between cases where we can or cannot commit 
allocated data buffers. However, even in this, the GenAPI/GenTL provides a way to query such a 
capability. Additionally, vendors do not usually document their GenICam implementations as well as 
their bespoke SDKs. All this, in a way, implies that in order to truly create a robust API and application 
for control of GenICam-based devices we unfortunately require some trial and error. Aforementioned 
is the personal and professional experience of the author. 
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Abstract: 
As solar energy systems become an essential part of sustainable energy solutions, integrating 
them with digital technologies brings new security challenges. This paper explores the main 
vulnerabilities within solar information systems, such as cyber threats, physical security risks, 
and issues from outdated software. It focuses on implementing practical security practices, 
including encryption, multi-factor authentication, and access control, and examines how 
emerging technologies like IoT, blockchain, and AI can strengthen these defenses. The paper 
also underscores the role of regulatory frameworks and industry standards, which guide 
effective security practices and help ensure solar systems remain resilient and compliant in the 
face of threats. In conclusion, the findings emphasize that a layered security approach - one 
that combines proven methods, innovative technologies, and a readiness to adapt to new cyber 
challenges - is essential to safeguarding the reliability and security of solar energy system. 
 
Keywords: 
Solar energy security, cybersecurity, emerging technologies 

1. Introduction 

The global transition towards renewable energy sources has placed solar energy at the forefront of 
efforts to reduce carbon emissions and combat climate change [1]. Solar energy systems, once 
considered a niche technology, have evolved into a critical component of the modern energy landscape 
[2]. As these systems proliferate and become more integral to national and international energy grids, 
the reliance on advanced information systems to manage and optimize their performance has increased 
exponentially. This reliance, however, comes with a set of unique security challenges that must be 
addressed to ensure the reliability, efficiency, and safety of solar energy production and distribution. 

Solar energy systems today are not merely collections of photovoltaic panels; they are complex, 
interconnected networks that include a variety of hardware and software components. These systems 
collect, process, and transmit large volumes of data to monitor performance, predict maintenance needs, 
and optimize energy output. This digital infrastructure is vital for the efficient operation of solar energy 
systems, particularly in the context of smart grids and IoT (Internet of Things) applications, where real-
time data exchange and decision-making are crucial [3], [4]. 

However, the integration of these advanced information technologies also introduces significant 
vulnerabilities. Cybersecurity threats, ranging from data breaches to more sophisticated attacks such as 
ransomware or state-sponsored hacking, pose a real risk to the stability and integrity of solar energy 
systems. A successful cyber-attack on a solar energy system could lead to disruptions in energy supply, 
substantial financial losses, and even physical damage to critical infrastructure [5]. Given the essential 
role that solar energy plays in the broader energy ecosystem, ensuring the security of these systems is 
not only a technical necessity but also a matter of national and global security. 

In addition to external cyber threats, internal challenges such as inadequate access controls, outdated 
software, and insufficient physical security measures can also undermine the security of solar energy 
systems [6]. As these systems often operate in distributed environments, securing the communication 
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channels between different components - whether they are on-site, in remote locations, or in the cloud 
- becomes increasingly complex. 

This paper aims to provide a review of the security challenges inherent in the information systems 
that underpin solar energy infrastructures. It will explore the current landscape of vulnerabilities, 
analyze the effectiveness of existing security practices, and discuss emerging technologies that promise 
to enhance the protection of these critical systems. By offering a detailed examination of these issues, 
this review seeks to contribute to the development of more robust security strategies that can safeguard 
solar energy systems against both current and future threats. Through this exploration, the paper will 
also highlight the importance of regulatory frameworks and industry standards in guiding the 
implementation of best practices in solar energy security. 

2. Overview of Security Challenges in Solar Energy Systems 

As solar energy systems evolve and integrate more deeply into the digital landscape, the security 
challenges they face become increasingly complex and multifaceted. These challenges arise from the 
inherent vulnerabilities in their information infrastructure, as well as from the diverse array of cyber 
threats that target these systems. Understanding these challenges is crucial for developing effective 
security measures that can protect solar energy systems from potential disruptions and attacks. 

2.1. Information Infrastructure Vulnerabilities 

The information infrastructure of solar energy systems is composed of various interconnected 
components, including sensors, controllers, communication networks, and data storage systems [7]. 
Each of these components plays a critical role in ensuring the smooth operation and optimization of 
energy production. However, the complexity and distributed nature of this infrastructure introduce 
several vulnerabilities that can be exploited by malicious actors [8]. 

One of the primary vulnerabilities lies in the communication networks that connect different parts 
of the solar energy system. These networks, often relying on wireless communication protocols, are 
susceptible to interception, jamming, and spoofing attacks. For instance, attackers could intercept data 
transmissions between solar panels and the central control system, potentially altering the data to 
mislead operators or disrupt the system's performance. Additionally, unencrypted communication 
channels can expose sensitive data, making it easier for attackers to gain unauthorized access to the 
system. 

Another significant vulnerability is found in the software that controls and monitors solar energy 
systems. Many of these systems rely on custom or proprietary software, which may not always be 
thoroughly tested for security flaws. Inadequate software security can lead to vulnerabilities such as 
buffer overflows, SQL injection attacks, and other forms of exploitation that can compromise the entire 
system. Moreover, outdated software or firmware, which often remains unpatched due to the 
decentralized nature of solar installations, presents a significant security risk, as known vulnerabilities 
can be easily exploited by attackers [9], [10]. 

Physical security is also a critical concern for the information infrastructure of solar energy systems. 
Many solar installations are located in remote or hard-to-reach areas, making them difficult to secure 
physically. Without adequate physical security measures, such as tamper-proof enclosures, 
surveillance, and access control systems, attackers could gain direct access to critical components, 
allowing them to sabotage equipment, steal data, or install malicious devices. 

2.2. Cyber Threats and Risks 

In addition to the vulnerabilities inherent in the infrastructure, solar energy systems face a wide 
range of cyber threats that can disrupt their operation and compromise their security. These threats are 
becoming increasingly sophisticated, driven by the growing interest in exploiting the weaknesses of 
critical infrastructure. 
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One of the most prominent cyber threats to solar energy systems is the risk of ransomware attacks. 
In such an attack, malicious software encrypts the data or system controls, rendering them unusable 
until a ransom is paid. Given the essential nature of solar energy in many regions, the impact of such 
an attack could be devastating, leading to significant downtime and financial losses. Moreover, 
ransomware attacks often target the most vulnerable systems, such as those with outdated or unpatched 
software, highlighting the importance of regular updates and maintenance [11], [12]. 

Another significant cyber threat is the potential for state-sponsored attacks, where adversaries target 
solar energy systems as part of broader geopolitical strategies. These attacks are typically highly 
sophisticated, involving advanced persistent threats (APTs) that infiltrate systems over an extended 
period to gather intelligence, disrupt operations, or even cause physical damage. The Stuxnet attack, 
although not specifically targeting solar energy, serves as a stark reminder of how vulnerable industrial 
control systems can be to such targeted cyberattacks. 

Phishing and social engineering attacks also pose a significant risk to solar energy systems. These 
attacks typically exploit human error, tricking employees or operators into revealing sensitive 
information, such as passwords or access credentials. Once inside the system, attackers can escalate 
privileges and gain control over critical components, potentially leading to catastrophic failures or data 
breaches [13]. 

Denial-of-service (DoS) attacks, where attackers overwhelm the system with excessive traffic, can 
disrupt the communication and control functions of solar energy systems. These attacks can lead to 
temporary loss of control, which, in turn, could cause fluctuations in energy production and distribution. 
Given the interconnected nature of many solar installations, a successful DoS attack on one system 
could have cascading effects across the entire network [14]. 

3. Best Practices for Securing Solar Energy Information Systems 

Securing solar energy information systems requires a comprehensive approach involving data 
protection, robust authentication, access control, and physical and network security measures. 

Data Protection: Encrypting data both in transit and at rest is crucial for preventing unauthorized 
access. Using advanced encryption standards (e.g., AES) ensures the confidentiality and integrity of 
data transferred between system components, such as sensors, controllers, and storage systems. Regular 
backups of encrypted data enhance data availability and resilience. 

Authentication and Access Control: Implementing multi-factor authentication (MFA) for system 
access, especially for users with administrative privileges, significantly reduces unauthorized access 
risks. Role-based access control (RBAC) also limits user permissions based on their roles, following 
the principle of least privilege. Monitoring user activities helps detect unusual behavior that could 
indicate security breaches. 

Physical and Network Security: In many cases, solar installations are in remote locations, making 
physical security essential. Using secure, tamper-proof enclosures and surveillance systems helps 
protect critical components from physical threats. Network security measures, such as firewalls, 
intrusion detection systems (IDS), and secure wireless protocols (e.g., WPA3), are also necessary to 
defend against cyber threats and ensure secure data communication within the system. 

4. Emerging Technologies and Their Role in Enhancing Security 

Emerging technologies like IoT, smart grids, blockchain, and advanced threat detection are 
transforming the security landscape for solar energy systems. 

IoT and Smart Grid Integration: IoT devices, such as sensors and smart meters, allow real-time data 
collection and improved system monitoring, helping to identify anomalies quickly. While these 
technologies increase connectivity, they also create new security risks. To address this, IoT devices are 
equipped with secure boot, encryption, and authentication features, while smart grids use advanced 
security protocols to monitor and isolate threats within the network. 

Blockchain for Data Integrity: Blockchain’s decentralized ledger system ensures data integrity by 
making transactions tamper-proof. It is particularly useful in peer-to-peer energy trading within solar 
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systems, where secure, immutable transactions reduce fraud risks. Additionally, blockchain can manage 
device identities, ensuring only authorized devices interact within the network. 

Advanced Threat Detection: Machine learning (ML) and artificial intelligence (AI) enhance threat 
detection by analyzing large data volumes to recognize patterns indicating security breaches. AI-
powered intrusion detection systems (IDS) and predictive analytics can forecast vulnerabilities and 
prevent attacks, providing a proactive approach to system security. 

Together, these technologies contribute to a resilient, secure infrastructure by addressing 
vulnerabilities and enabling real-time responses to emerging threats. 

5. Regulatory Frameworks and Industry Standards 

The growing role of solar energy systems within the broader energy infrastructure has created an 
urgent need for dedicated regulatory frameworks and industry standards that address their unique 
security and resilience requirements. These frameworks and standards offer targeted guidelines to help 
organizations safeguard solar energy systems against risks, ensure compliance with legal obligations, 
and strengthen overall security measures specific to solar infrastructure. 

Regulatory frameworks for the security of solar energy systems vary by region but generally share 
common goals: to protect critical infrastructure, ensure the reliability of energy supply, and safeguard 
sensitive data [15], [16]. In many countries, regulations specific to energy infrastructure set out 
mandatory requirements for protecting critical energy systems, including those powered by solar 
energy. These frameworks typically address several key areas, including physical and cyber security, 
incident response, and disaster recovery. For instance, the European Union’s Network and Information 
Security (NIS) Directive requires member states to adopt national strategies for securing critical 
infrastructure, including energy systems, and mandates that operators of essential services implement 
robust security measures and report significant incidents [17]. ISO/IEC 27001, for example, provides a 
framework for managing the security of information systems, including those in the energy sector, by 
establishing a systematic approach to managing sensitive company information [18]. In addition to 
regulatory frameworks, several industry standards have been developed specifically to address the 
unique security needs of solar energy systems. These standards provide detailed guidelines on how to 
design, implement, and maintain secure solar energy infrastructures. 

For solar energy systems, meeting regulatory standards typically requires a layered approach to 
security that incorporates both preventive and detective controls. This includes using secure 
communication protocols tailored to solar infrastructure, performing regular software updates and 
patches, conducting frequent security audits, and implementing strict access control measures. 
Adhering to these standards is vital for organizations managing solar energy systems, yet staying 
compliant can be challenging due to the evolving nature of cyber threats and the technical complexity 
of modern solar installations. 

Keeping pace with regulatory updates is essential, as organizations may need to adapt their security 
practices and policies frequently to align with new requirements. Regular audits and assessments help 
identify potential compliance gaps and allow for timely corrective actions. Additionally, fostering a 
culture of security awareness among employees and stakeholders is key to ensuring that security 
measures are fully understood and effectively implemented throughout the organization. 

As solar energy systems increasingly interact with other parts of the energy grid, there is a growing 
need for harmonization of standards and regulations across different sectors and jurisdictions [19]. 
International collaboration and coordination are essential to developing a unified approach to security, 
particularly as threats become more global in nature. 

6. Conclusions 

In an era where solar energy systems are becoming essential to sustainable energy, ensuring their 
security has never been more critical. This paper examined the unique security challenges these systems 
face, particularly as they integrate into broader, interconnected energy networks. By exploring the 
vulnerabilities in solar energy infrastructure and the increasing sophistication of cyber threats, we 
highlighted the pressing need for a multi-layered approach to security. 
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Key best practices, such as data encryption, authentication, and physical security measures, offer 
foundational protections, while emerging technologies like IoT, blockchain, and AI-based threat 
detection add advanced defenses against evolving risks. Additionally, compliance with regulatory 
frameworks and industry standards helps organizations keep pace with security requirements, 
supporting the resilience and reliability of solar systems. 

Looking ahead, the ongoing security of solar energy systems will depend on continuous adaptation, 
technological innovation, and collaborative efforts across the industry. As the global shift toward 
renewable energy accelerates, robust security practices will play an indispensable role in safeguarding 
this essential infrastructure and ensuring a stable energy future. 
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Abstract: 
Today, a significant number of seniors (aged 55+) use the Internet and social media, yet these 
technologies often remain inadequately adapted to this population. As many as 282 million 
users of the social network Facebook are over 55 years old, which is more than the fourth most 
populous country on the planet, Indonesia. Difficulty finding settings, insufficiently clear 
feedback, frequent updates on the user interface and poorly implemented help features are 
some of the shortcomings of Facebook's interface in terms of adaptability to seniors. This paper 
will present the user interface of the social network Facebook in terms of adaptability for 
seniors. Additionally, ways in which these shortcomings can be eliminated in order to make 
the user interface of the social network Facebook more usable for the seniors are presented. 
 
Keywords: 
seniors (55+), usability, Facebook 

1. Introduction 

Population aging has entered an accelerated phase in most countries, rising widespread concern 
globally [1]. Social isolation and loneliness are increasingly recognized as significant public health and 
policy challenges across all age groups. Over the course of the UN Decade of Healthy Ageing (2021-
2030), the Demographic Change and Healthy Ageing Unit will address social isolation and loneliness 
as key themes intersecting with the four main action areas of the Decade [2]. Seniors, whether by choice 
or necessity, must adapt to the new digital age and the rapidly evolving information technologies that 
accompany it. 

In this context, Facebook is the most widely used social media platform globally. It has connected 
people across the world, enabling them to stay in touch with friends and family regardless of distance. 
Facebook has also become an important platform for social activism and political discussion, as well 
as a good tool for disseminating news and information [3]. As of the first quarter of 2024, the global 
population was approximately 8.1 billion [4], with around 5.44 billion Internet users and around 5.07 
billion social media users [5]. 

These are indicators of a large share of the world's population in modern information and 
communication technologies, a trend that continues to grow. The share of Internet users worldwide over 
the age of 55 is approximately 10.2% [5]. Furthermore, the number of Facebook users in the first quarter 
of 2023 over the age of 55 was 282 million, which is around 12.5% of the platform’s total audience 
(Figure 1) [6]. 

Due to the large number of elderly people on this social network, more and more often, the question 
arises whether the user interface of this social network is adapted to this group of users. 

Numerous studies indicate that many cognitive functions such as episodic memory, attention, 
executive functions, spatial orientation, visual perception, information processing speed and verbal 
memory, decline with age [7]. These abilities are crucial factors that limit older people from effectively 
using the Internet and social media. 
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Figure 1: Share of Facebook users by age and gender [6] 

 
Limitations like blindness, despite the availability of assistive technology, may even prevent the use 

of online social networks if no further additional assistance is available [8]. Short-term memory decline 
presents a greater challenge in user interface (UI) design for older people. Additionally, physical and 
motor impairments become more pronounced with age. An example of this is a tremor that can 
significantly affect navigation through the interface, particularly on touch devices. While older people 
can perform certain actions just like younger individuals do, it often takes them longer. They may easily 
lose focus, so care should be taken to avoid requiring multiple actions on a single display. Combining 
actions can lead to confusion, frustration, and ultimately, abandonment of a task or webpage. 

Research involving focus groups of participants aged 65 to 87 identified various barriers to Internet 
use among older adults. These barriers include intrapersonal barriers ("I'm too old for that"), functional 
(related to memory decline and spatial orientation), structural ("it costs too much to own a computer") 
and interpersonal barriers ("no one teaches me how") [9]. 

2. Research methodology 

This paper deals with the analysis of the user interface of the social network Facebook in terms of 
use by seniors (55+) taking into account different sources of literature. The goal of this research is to 
show how well the user interface of the social network Facebook is adapted to the elderly population, 
given that as many as 12.5% of Facebook users are over 55 years old [6]. 

This is also a form of theoretical research in which the results of previous studies are taken. This 
research identifies and proposes solutions for relevant problems of the interface of the social network 
Facebook by better understanding the needs of end users. 

By studying already existing literature, reading sites and forums for seniors such as Senior net and 
My Senior Portal, interviewing people from the environment over the age of 55, using existing 
proposals for adaptation user interface for seniors, as well as guidelines for the development of the user 
interface, this study analyzed what are the risks of seniors not using social network Facebook and how 
the user interface can improve. Also, this paper includes what people did earlier and what they reported 
as a lack of Facebook. The features that seniors use the most were observed and analyzed, and based 
on that, improvements were proposed. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

86



3. Previous analyzes of the state of the user interface of the social network 
Facebook for seniors 

Adapting the UI of social media platforms, including Facebook, to accommodate users across all 
ages is a significant challenge. The action must be presented in a simple way so that everyone can 
perform it intuitively and with ease. 

There are three main problem areas when designing a UI: utilizing screen space, interaction 
mechanisms and the overall design [10]. Among the most important things related to the UI is social 
media functionality, including interface and navigation - 46%. Additionally, the aesthetics of a social 
media application are important to users. This includes consistent branding, colors, high resolution 
images, clear and sharp buttons, appropriate text size and fonts [11].  

Numerous studies highlight that many seniors individuals continue to face mental health challenges. 
As joining virtual social communities has shown to improve the mental health among older people, the 
UI of these websites needs to be adapted to them. A study focusing on the adoption of social networks 
to older adults, specifically Facebook, provided several recommendations for enhancing its interface 
design [12]. The study involved participants with an average age of 72, ranging from 67 to 81 years 
old. Based on the survey conducted, privacy was the main reason for giving up the use of the social 
network Facebook by older people, and it was proposed to modify some privacy options on this social 
network, such as adding "Publish to" and "Show from" actions. The participants of this study reacted 
positively to the features that provided information about the family, and suggested that the interaction 
family should be more family-oriented. Also, the respondents gave more importance to photos than to 
other types of content. They also suggested filtering media content. Finally, the respondents emphasized 
the need for a simple interface and avoidance of terminology that is not in the user's native language. 

On the other hand, there is a simplified version of Facebook that is only about 2 MB in size (in 
comparison, the Facebook application for Android is 51 MB) - Facebook Lite. It was launched in 2015 
designed to work in areas with slower or limited internet connections [13]. Facebook has more 
animations and design displays. Facebook's interface consumes more mobile data as compared to the 
minimalistic interface offered by Facebook Lite. Although the Facebook Lite interface has been 
simplified, unfortunately the problems that exist on the Facebook interface have not been overcome. 
Below is a table (Table 1) highlighting application design differences between Facebook and Facebook 
Lite [14]. 

 
Table 1: 
User interface differences between Facebook and Facebook Lite [14] 

 
In an experiment [15] conducted with people over 60 years, including both those with technical 

education and those without, participants were asked to perform the following tasks on Facebook: view 
notifications, share a post, like, comment, change profile picture, change cover photo, send a friend 
request, tag a friend, post and send a message. Some of the respondents had a problem with the visibility 
of the notification icon, quite a few of them did not know where to click to share a post, most of them 
had no problems liking a post, and a similar situation was with commenting on a post. As for changing 
the profile photo, divided mixed results were presented. While some participants did not have any 
problems, while others had problems due to the visibility of the button for changing the photo. The 
situation is similar to changing the cover photo. Sending a friend request proved challenging for seniors 
who did not know how to send a request if the person was not currently on their homepage. Tagging 
friends was problematic because many were unfamiliar with the necessity of using "@" before a friend's 
name. Additionally, the post button only appears after users begin typing in the post text field, which 
confuses some participants. The participants had no problems in sending messages. 

Feature Facebook Facebook Lite 

Design Modern, purple-blue scheme Simple, white background 
Layout Tabs based interface Icon-based interface 

Color Scheme 
Gradient approach with darker hues 
for the top bar 

Solid graphics lighter hues 
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4. A solution proposal for improving the user interface of social network 
Facebook 

Considering that older people use mobile devices more than desktop devices, the focus of this study 
will be on the UI of Facebook’s mobile application. 

4.1. Audio presentation 

The social network Facebook offers customizable audio notifications. In the settings, it is possible 
to select the actions for which the user would like to receive notifications, such as: comments, tags, 
reminders, friend requests, birthdays, groups, events, etc. By default, the sound for all notifications is a 
generic “drop” sound. What is good is that there is a possibility to select the desired sound for each 
notification category separately. However, configuring this on a mobile device can be challenging, 
especially for the seniors. For this demographic, customized audio notifications can be particularly 
beneficial, since they can know what category the notification is without getting up and picking up the 
phone. Additionally, Facebook provides audible feedback for actions like posting a comment, which 
further enhances the user experience. 

By interviewing, one of the respondents (age 67) said that one of the disadvantages is the volume of 
notifications. Seniors are less likely to turn up the volume. One of the ways to regulate and improve it 
is to set the volume based on the date of birth (age of the user). This would not force the seniors and 
would improve their experience on this social network. 

4.2. Video presentation 

The homepage can be divided into two main parts (Figure 2). 

 
Figure 2: The homepage of the social network Facebook on the mobile application 
 
The first part consists of three sub-levels: 

● Space for the logo, a shortcut to add a new post, a shortcut for searching, and a shortcut to open 
the Messenger application; 
● Tabs for homepage, Reels, friend requests, personal profile, notifications and settings; 
● Field for adding a new post. 

 
The second part is the space for adding and viewing stories, as well as the home page, which occupies 

the central part of this view. 
The first part satisfies Nielsen's principle: match between the system and the real world. Icons such 

as friend requests and notifications are intuitive and clear and should not cause any discomfort for the 
seniors. However, a disadvantage mentioned by the interviewee in the survey (age 59) is the field where 
further navigation would lead to settings. He said that it’s unintuitive as it is represented by the user's 
profile picture. This is a disadvantage in terms of interface especially with inexperienced older users 
who would like to enjoy the use of this social network. 
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One of the actions that generates satisfaction among older Facebook users is posting photos [12], 
and this action will be presented below. Clicking on the field "What's on your mind" (Figure 3) opens 
a new view in which the possible options are presented. Selecting the "Photo/Video" field (Figure 3) 
allows the users to access the phone's gallery, where the desired photo or video can be selected. 

 

 
Figure 3: Adding a new post and setting post visibility 
 

Before publishing the photo(s), the user can choose who can see the photo(s) (Figure 3). Although 
this can be set in the settings, the user is given the option to decide on the visibility of their post directly 
before posting it. However, the question is whether this is intuitive enough for an older user and whether 
they will pay attention to this feature on a given display. 

The default visibility of posts is set to “Friends” and hides the posts from users who are not in the 
friends list, which is good in terms of user privacy (and is also required by most data privacy laws across 
the world, including the European Union’s GDPR). In one study conducted [12], several participants, 
whose average age was 72 years, were unaware of the existence of this feature at this part of the UI, 
indicating that its usability could be improved. On the other hand, two interviewees stated that this is a 
good default setting because they were not even aware of the possibility of these settings. 

When selecting media, users can choose multiple photos or videos by tapping the "Select Multiple" 
button (Figure 4). Once activated, the button turns blue, and each media item in the gallery is marked 
with a circle in the upper right corner displaying a serial number. This feature provides clear feedback 
to users, particularly benefiting older adults who prefer to have ongoing control and visible status 
updates. 

 
Figure 4: Multiple selection of photos/videos and action confirmation message 
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If the user accidentally navigates backwards, a question appears at the bottom of the screen in which 
he can confirm whether he wants to exit or save the draft post for later (Figure 4). This part is maybe 
best designed and adapted to seniors (aged 55+). The space that should no longer be the focus of the 
user is slightly dimmed, the message about leaving or continuing the action is highlighted and the user's 
attention is directed towards it. The elderly have a weaker focus, so this is a good way not to disturb 
their attention and not to have the user interface take them to another page. 

One of the disadvantages of the UI of the social network Facebook, mentioned by the interviewed 
user (aged 73), is the smaller number of clearly highlighted feedback actions. For example, when 
commenting, older users may not pay attention to the progress of posting a comment, which is shown 
as a label under the comment with text that is slightly transparent (Figure 5). Feedback for the just 
published comment is presented according to the same principle (Figure 5). 

 

  
Figure 5: Feedback of the progress of commenting on the post and the successfully posted comment 

 
An example of a well-visible system status is the navigation bar (Figure 6), which clearly shows the 

page that is currently presented. 

 
Figure 6: Navigating through the main menu and a good example of system status visibility 

 
A major challenge in terms of the adaptation of older people to this social network, is the frequent 

change of versions that are published in production. As all users, especially older ones, want consistency 
and standards when using an application, these frequent updates in which the UI changes can hinder 
user retention. 

Additionally, while users can report problems through the "Help and Support" section, the process 
is not intuitive. Users are instructed to shake their phone on the page where the problem occurs to report 
it (Figure 7). This method has several drawbacks, the most significant being that seniors may struggle 
to access the specific page where the issue happened or may have difficulty performing the shaking 
action. It is important to avoid actions that require large gestures or movements, such as shaking, as 
these can be challenging for many users, particularly older adults.  

 
Figure 7: Report a problem by shaking the phone 
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5. Conclusions 

Social media usage among 55-year-olds continues to grow. The number of social media users is 
large, but it is necessary to offer a way to integrate social media and traditional communication. This 
especially applies to older people who have difficulty accepting new information technologies, 
loneliness, alienation and social isolation. They need to be offered a solution that would allow them to 
find interests, friends and activities that they can do in the traditional way they are used to. The 
prerequisites for the seniors to be able to use social media are, first, access to the Internet, a device, as 
well as knowledge about information and communication technologies and social media which are 
necessary to carry out actions without difficulty and without causing frustration or discomfort. 

The observed problems are not unique to the social network Facebook, but this social network served 
as an example to illustrate the problems that seniors (aged 55+) face with social network UI, especially 
since Facebook is the most used social network by 55+ users. 

The user interface of the social network Facebook could be more usable for older users if the 
previously mentioned shortcomings are removed in a way that would allow seniors to use certain 
functions more easily.  

The most problematic disadvantage stated by the interviewed respondents is reporting the problem. 
One of the interviewed said: “I will never be able to report any problem”. 

 Returning to the place of the problem and shaking the phone hard is challenging for older users, 
especially if we take into account the physical capabilities of older people. Also, since mobile phones 
are devices that are used most often by the seniors, this can also result in the activation of some functions 
located on the sides of the phone during shaking: volume up/down, turning off the phone, locking the 
phone, etc. These functions are very important for the population older than 55 years, especially for 
those who are new to this application. A possible solution is to determine the place on the interface 
where the help button would be, and based on the positioning on the interface, the user would be guided 
how to solve the problem. 

Feedback about success/failure should be much more and must be more visible. A better solution 
would be pop-up windows for registered users over 55 years old. 

The text on the interface should be localized and fewer terms that are not in the user's native language 
need to be displayed. New information technologies can help seniors with health problems, but we 
should also look at those who are in good health but have excess free time, are lonely, more socially 
isolated and are ready to get involved in some activities that would improve their everyday life and this 
will be the focus of further research. Perhaps the older population wants their own social network with 
content and features adapted to their interests and needs. The new social network would have a UI 
adapted to this age category. Another possibility is to create two interfaces for older and younger users, 
in which the needs of both age groups would be fully met. 

UI designers cannot successfully design an application if they do not understand the needs and 
wishes of the users. It is important to focus on each feature and clearly define what function it offers to 
a user. Currently, the social networks that support the largest number of users do not fully meet the 
needs of the seniors. The interface must be simple and consistent, but the Facebook interface is 
frequently updated and this negatively affects the experience of older people. Additionally, it is 
necessary to provide safe points at all times and it is necessary to give the user the option to return to 
the homepage. That is why these changes should have a minimal impact on the UI, and adding new 
features should not change the UI much. 

The redesign of the Facebook social network, which would be adapted to older people, would 
increase the number of older people on this social network. Activities that are easier for users to perform 
as well as those that are more difficult for them to perform should be checked. Based on this, it would 
be determined in what way and which parts of the interface should be changed. 

In conclusion, this paper underscores the imperative for the designers of the interface of social 
networks, especially the social network Facebook as the most popular social network among seniors, 
to make changes to certain parts of the interface so that seniors can more easily accept, use and enjoy 
all the features offered by this application. Proposed ways to solve some of the shortcomings of the user 
interface in this paper will help designers of social networks Facebook to create a more usable interface 
for the elderly. 
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Abstract: 
Hands-on laboratory instructions are essential to improve the student learning feature in 
engineering education. In the area of Computer Aided Design (CAD) and Computer Aided 
Manufacturing (CAM), Computer Numerical Control (CNC) machines with their significant 
cost limit the accessibility of machines to the students. In this paper, a low-cost, Build-Your-
Own (BYO) two axis (X and Y) vertical Computer Numerical Control (CNC) prototype is 
developed using off-the-shelf components, stepper motors with drivers, Arduino open-source 
microcontroller, and open-source motor control software. The machine provides better access 
and insights to the students for easy operation as well as the capability to do various 
sophisticated precision engraving, whether for practical or artistic purposes. 
 
Keywords: Laser, CNC, LaserGRBL, engraver, G-code, Arduino 
 

1. Introduction 

CNC engraving is a process where computer-controlled machine tools etch or carve designs, letters, 
or patterns into a surface. CNC stands for Computer Numerical Control, which refers to use a computer 
to control the movement and operation of the machine. In the case of CNC engraving, a design is created 
in a software program. This design is then translated into a language (commonly G-code) that the CNC 
engraving machine can understand. This code directs the machine where to move and how fast to go, 
among other things. It's a subtractive process where the machine uses rotating cutters, or burrs, to cut 
away material to create the desired shape. CNC engravings are of two types: CNC milling engraving 
and CNC router engraving [1]. 

Laser engraving can be considered a type of CNC process where a CNC laser engraver uses a laser 
beam to create text or designs on various materials. It's a non-contact process that uses a powerful laser 
beam to cut or etch a design into a material. Laser engraving is a popular method for creating intricate 
designs on metal, plastic, wood, and other materials. The light beam used in the process is highly 
concentrated and precise so that the design can be detailed and intricate. 

The CNC laser engraver is the main tool used in the process. It contains a computer-controlled laser 
module/head, the source of the focused light beam. The laser engraving process is fairly straightforward. 
First, the material to be engraved is placed into the laser engraving machine. Then, the computer-
controlled laser module traces the design onto the surface, burning away material from the surface to 
create the desired design. In addition to its accuracy, laser engraving is a fast and economical way to 
add a personalized touch to items.  

The goal is to come up with an in-house solution or create your own, Do It Yourself (DIY) design, 
development, and testing of laboratory equipment and systems. Therefore, low-cost, desktop and small-
to-medium sized CNC machines such as mills, lathes, routers, and laser and plasma cutters can be built 
with an open structure so that the construction of the machine is clear and understandable to the students. 
The cost of the machines may be minimized by using inexpensive yet sufficiently powerful off-the-
shelf stepper motors and servomotors with motor drivers. Legacy controllers can be replaced with PC-
based control systems with low-cost data acquisition cards and sensors. 

Lasers can have different types based on the gain medium they use. This gain medium also dictates 
the optical power of the laser. Commercially, the following three types of laser engravers are common 
[2]: 

• Fiber Laser Engravers - are the type of solid-state laser with fiber optic as the gain medium. 
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They have a wavelength between 780 nm and 2200 nm, which is readily absorbed by most materials, 
even metals. They are the most powerful laser engravers on the market and are commonly used in 
metal engraving needs. 
• CO2 Laser Engravers - have optical power which can be as low as 40W and go up to hundreds 
of watts. Their wavelength being close to 10,600 nm is absorbed by most materials but reflected by 
metals. They are not the preferred choice for metals but excel at non-metals engraving and cutting. 
• Diode Laser Engravers - one of the lasers that is commonly used in desktop and hobby laser 
engravers. They may not be as powerful as CO2 or fiber lasers, yet they are compatible with a wide 
range of materials for engraving. As another benefit it can be mentioned that they are largely less 
priced compared to the other two lasers. 
The fundamental goal of this paper is to discuss the process of designing and developing a low-cost, 

Build-Your-Own (BYO) two axis (X and Y) vertical laser engraving machine which is convenient to 
control by the Arduino CNC. The prototype is developed using off-the-shelf components, stepper 
motors with drivers, Arduino open-source microcontroller, and open-source motor control software and 
can be used to engrave designs on wood. The rest of the paper is structured as follows. Next section 
discusses related works, whereas the design on the laser engraving machine and the adjustment of the 
engraving parameters are described in Section 3 and Section 4, respectively. Section 5 offers an 
overview of the obtained results, and we provide concluding remarks in the last section. 

2. Previous work 

A technique used to develop a low-cost CNC laser engraving machine capable of engraving 2D 
images on materials such as plastic, wood, paper, etc. is proposed by [3]. They used the Benbox software 
to provide images and control the hardware's operation. The research done in [4] has focused on the 
design and fabrication of CNC engraving machines based on open-source electronics, with an emphasis 
on cost-effective solutions and specific applications such as wood engraving and milling. The 
importance of the machines lies in their ability to provide efficient and precise engraving solutions for 
a variety of materials, reducing errors and improving speed compared to manual engraving methods. 
The aim of [5] is to design a compact, cheap and low power CNC Laser Engraver that is also easy to 
operate in order to reduce complexity, cost and manual work. Their laser engraver uses the open source 
LaserGRBL software and can engrave onto surfaces like wood, Acrylic or plastic. The paper [6] 
discusses the design and implementation of two-dimensional CNC router which can engrave 2D & Gray 
scaled images or pictures with help of high watt burning laser module on surface which can be a paper, 
wood, leather, plastic or foam. A technique used to design and develop a CNC Laser Engraver and 2D 
Plotter (all-in-one machine) is proposed in the paper [7]. The specialty of this machine is that the user 
can change the tool easily whenever they want to perform many operations such as engraving an object 
and can also produce a 2D drawing for a particular object in A5 size sheet. Both laser engraver and 2D 
Plotter respond to G Codes which can be generated by the software. Research project presented in [8] 
is carried out for the purpose of fulfilling the following two objectives: Design and mechanical 
fabrication of a laser engraving machine, following the 2-axis structure; and Building program to 
control the engraving machine according to the design drawings. The machine can work on many 
different materials such as mica, wood, cloth, fruit peel, etc. The study [9] addresses issues in CNC 
operator training and shows how the open-architecture control system may be used in practice on a 
homemade 3-axis mini-CNC machine. The CNC machine tool described in the article is intended 
mainly for instructional purposes, it is inexpensive to build and requires just a single computer that is 
compatible with CNC software. A low-cost laser engraving machine to engrave plastics, acrylic, glass, 
wood, cardboard, and leather is the aim of [10]. The authors have found that this laser engraving process 
has a higher precision and accuracy as compared to traditional embellishing and embossing. CREO 2.0 
software is used for the 3D modeling and simulation of the machine. Arduino and different controller 
boards are tried and used in assembling the machine in less time. The final assembly is experimentally 
verified which is based on a 2D gantry that is mounted with a laser LED payload for laser engraving on 
various compatible materials. 
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3. Design of the Laser Engraving Machine 

Over the last decade, we are witnessing significant advances in laser engraving technology. 
Consequently, woodworking, furniture production and craft industries have seen an increase in the 
significance of CNC wooden laser engravers. Тhe components of a laser engraving machine are shown 
in Figure 1. This machine uses a power-laser beam od 1.5W to engrave the material controlled by 
computer numeric instructions. Тhe machine can be applied for photo engraving, letter cutout, name 
and logo personalization. This machine is designed to make the laser engrave in wood having an 
Arduino and the LaserGRBL software as machine automation basis. Arduino is today’s most popular 
open-source hardware prototyping platform. Arduino receives the G-Code over serial port from the G-
code interpreter and sender utility tool running on PC and gives the actuation commands to the stepper 
motor controller. The G-code program is loaded into the Arduino microcontroller. 
 

 

 

 
Figure 1: Component of the Laser engraving machine 
 

 The technique uses the LaserGRBL software to make the process easy [11]. LaserGRBL software 
is a popular choice for controlling CNC laser engravers due to its versatility and user-friendly interface. 
It provides features such as file importing, image editing, laser power control, speed settings, and more, 
all available via a user-friendly interface. Users can often modify settings, adjust parameters, and 
enhance the software to add new functionality. 

This 2D engraving machine utilizes two stepper motors for the X and Y axes (since the laser focus 
is manually adjusted it was not necessary to set Z).  This CNC laser engraver machine is used to engrave 
desired designs on wood. First, it is necessary to choose an image from LaserGRBL software or design 
your pattern in software. Arduino passes the signal from the software to the CNC shield. CNC shield 
operates the drivers as per the signals and moves the motor as per the requirements. The constant laser 
beam engraves the material, with adjustable intensity controlled by software. Here, software does all 
the work such as tracing the vector image on board, maintaining the speed of drivers, etc. Hardware 
model of CNC laser engraver is shown in Figure 2. 
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Figure 2: Hardware model of CNC laser engraver 

4. Adjusting the parameters for engraving 

Depending on what we want to be engraved or cut, adjustments must be made to the engraving 
parameters, Figure 3. If we are engraving an image, it is it is necessary to transform it into black and 
white. For this purpose, LaserGRBL software offers several options. According to the needs of the 
client, Brightness, Contrast, White Clip can be are easily adjusted. There are three options for 
Conversion Tool (Line to Line Tracing, 1bit BW Dithering, Vectorize). We then choose the direction 
of engraving the image (Horizontally, Vertically or Diagonal). 

 

 

 
Figure 3: Adjusting the parameters for engraving 
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Before using a laser engraving machine, it is crucial to test three major controls in the window Target 
image that influence how the engraving looks: lines per mm, engraving speed, and power level, Figure 
4. Properly setting this controls ensures the depth, clarity, and efficiency of the engraving and cutting. 
Setting the speed and power too high or too low can result in a shallow engraving, blurry results, or 
even burning the material. 

 

 
Figure 4: Adjusting the controls in the Target image window 
 

   The most important part of a laser engraver is the laser. For the laser to achieve the ultimate 
precision and accuracy, the focal length must be adjusted to the thickness of the material you are 
engraving. Proper focusing ensures the energy of the laser beam is concentrated on one point resulting 
in an accurate high-quality effect. Improper focusing will result in unclear, uneven, or no effect at all. 

After the image is selected and the laser engraving settings are configured, the engraving process 
begins. The software informs us of the engraving completion time, which is determined by the material, 
power settings, and design complexity. After the start of the engraving process, LaserGRBL software 
allows the progress to be followed and stops it on an emergency basis if needed. 

5. Results 

In this section, the results obtained through engraving onto the surfaces are observed. The original 
images are shown on the left, and how they were engraved on the right on Figure 5. The outcome 
acquired is a wonderfully engraved complex and an exact picture that is modified to the requirements 
and fulfilment of the user. The surfaces used are wood, as a solid, natural material known for its 
durability and unique aesthetic appeal. Different types of wood can have very different characteristics 
when it comes to laser engraving. The results obtained are exact same to the design provided in 
LaserGRBL software. While it may not be as straightforward as traditional printing, the advent of laser 
engravers has made this process much more accessible. This type of small machines reduces the 
problem of maintenance and can be easily installed at a low cost. 

From the results we can conclude that laser engraving stands out as a superior method for 
transferring images to wood when compared to alternative methods due to its precision, durability, 
consistency, and versatility. It allows for the creation of highly detailed and permanent images that are 
resistant to wear and environmental factors. Additionally, laser engraving is clean, safe, and efficient, 
offering significant control over the engraving process without the need for direct contact with the 
material, thereby minimizing the risk of damage. While the choice of image transfer method may 
depend on project specifics and personal preferences, laser engraving is often preferred for its high-
quality results and ability to replicate designs accurately across multiple pieces. 
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Figure 5: The original images are shown on the left, and how they were engraved on the right 

6. Conclusions 

This paper discussed the design and development of a laser engraving machine which is convenient 
to control by the Arduino CNC to engrave desired designs on wood. We can start by choosing an image 
from Benbox software or by designing a custom pattern in software. Arduino passes the signal from the 
software to the CNC shield. The CNC shield operates the drivers as per the signals and moves the motor 
as per the requirements. The constant laser beam engraves the material, with adjustable intensity 
controlled by software. Software does all the work such as tracing the vector image on board, 
maintaining the speed of drivers, etc. It is accessible and perfect utilization for small and medium scale 
industries. The results indicate that laser engraving is a superior method for transferring images onto 
wood compared to other techniques, thanks to its precision, durability, consistency, and versatility. 
Using this type of CNC laser engraving machine, users are able to add personalized touches such as 
logos, photos, and artwork. By offering greater personalized experiences, a wider customer and boost 
revenue can be attracted. The combination of a compact design, plug-and-play features, clear 
instructions, user-friendly software, and technical support makes CNC laser engravers relatively easy 
to install for users at different skill levels. The precision of CNC laser engraving machines ensures that 
designs are accurately engraved onto materials, resulting in high-quality finished products. Also, the 
automated nature of CNC laser engraving machines allows for quick and efficient production. 
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As efficient and precise as laser engraving machines are, they are not without their limitations. 
Understanding these limitations is essential to maximize the efficiency of these machines and achieve 
the desired results. Thus, our further work would be aimed at enhancing the functionality of this 
machine and expand the range of compatibility of different materials, namely:  

• Upgrading the laser that would allow working with a wider range of materials, 
• Adding a rotating axis that enables the engraving of cylindrical objects, 
• Adding sensors i.e. limiters (in case of a problem with the gcode and a machine moves beyond 
the defined range of the physical limits of its motion mechanism), 
• Expanding the work area to be able to create projects with larger dimensions,  
• Design and components replacement with better and more precise stepper motors, changing the 
construction to be lighter and easily portable. 
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Abstract: 
This review explores the evaluation of class diagram quality and the metrics used to assess 
the overall quality of the model. A class diagram is one of the most important diagrams 
created in software development. The quality measurement methods are mostly presented as 
factors or numbers of various states, components, class attributes, and functions. By 
presenting existing metrics and their definitions for evaluating the quality of class diagrams, a 
more comprehensive approach to creating higher-quality models. The primary source of data 
for scientific research papers is collected from the Google Scholar website. 
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Unified Modeling Language, class diagram, quality, evaluation 

1. Introduction 

The Unified Modeling Language (UML) is defined as standardized modeling language that is used 
in software engineering to visualize, construct and document the structure and behavior of the system 
that is being developed~ [1]. By providing sets of graphical notations for creating diagrams, UML 
modeling brings the possibility to represent different parts of software or business process. The main 
goal of UML is to provide tools for creation of blueprints for software systems which shows the 
system’s design and functionality. 

Each UML diagram serves the specific purpose, and class diagram’s purpose is explained below: 
Class diagram is used to build the structure of the system by implementing classes, attributes, class 

methods (functions) and relationships among classes. It is of great importance for modeling behavior 
of the system, and it is commonly related towards object-oriented design. [1] 

 

2. Data and methodology 

The research strategy for UML diagrams involves reviewing papers related to UML models, the 
quality of these models, and metrics assessing the quality of UML diagrams, all based on existing 
scientific literature. After data collection, the table is formed to show the amount of reviewed 
scientific research papers and topics they are covering. The primary source of data for the research 
papers was collected from the Google Scholar website. Search keywords of focus were “class”, 
“diagram”, “quality”, “metrics”, “uml” and “diagram”. Two pages of search engine results were 
considered for all research papers published. Quality metrics are being evaluated for the class 
diagram, one of the most important diagrams that can be created in software development process. 

 
Table 1: 
Data collection based on Google Scholar 

Research paper focus Literature 

Class diagram [2], [3], [4], [5], [6], [7], [8], [9], [10] 
UML [1] 

 
Object oriented design and 
metrics 

[11], [12], [13] 
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3. Class diagram quality evaluation and metrics 

The quality evaluation of class diagrams is used to show how specific UML diagrams meet 
various standards during their development. Evaluation is done to provide overview of how 
effectively and accurately they will represent the system. The goal of quality evaluation is to improve 
effectiveness and reliability of the UML diagrams during the software development.  It is important 
that UML diagrams correctly represent the system’s structure and behavior according to requirements 
as well as to cover all aspects of systems, such as classes, use cases, interactions and similar. 

One of the main goals of software engineering is to assure the quality of the object-oriented 
software in the early phases of software life cycle [2]. By developing object-oriented software, class 
diagrams are used to set design and implementation of classes by improving object-oriented 
approaches and reduce cost revisions. By using metrics to measure class diagram quality, the overall 
quality of the diagram could be revised and improved. Since maintaining software drains resources, 
maintainability is an important factor to consider. Because many existing measures focus on code or 
detailed design, various measures are proposed to set structural complexity metrics for UML class 
diagrams, which includes the relationships such as associations, generalization, aggregation and 
dependencies as well as traditional metrics such as number of classes, methods and attributes [3]. 
Evaluating class diagrams in object-oriented software can represent the foundation for all later 
designs and work implementations. By having class diagram of higher quality, the overall quality of 
object-oriented software can be achieved [4]. By implementing object-oriented estimations, it is 
possible to study the judgment skills suite of a class diagram’s structure and how the models have 
been developed and portrayed [5]. Since class diagrams helps to better understand software design, a 
class’s importance can be measured by using specific metrics that count the number of attributes and 
dependencies and similar [6]. A key objective of software engineers is to continuously improve the 
quality of the software products and ensure robust quality assurance [7]. Due to the fact that class 
diagrams propose great influence on the quality of object-oriented information systems (OOIS), the 
quality of class diagrams is crucial to achieve overall quality of the software product [8].  
 
Table 2: 
CK Metrics [4][13][14] 

Metric name Definition 

WMC The Weighted Methods per Class is 
defined as follows: 

𝑊𝑀𝐶 =  ∑ 𝐶[𝑖]

𝑛

𝑖=1

 

Where c1, c2, ... cn be the complexity of 
the methods of a class with methods M1, M2, 
...,Mn. [4] 

 
DIT The Depth of Inheritance of a class is the 

DIT metric for a class. In cases involving 
multiple inheritances, the DIT will be the 
maximum length from the node to the root of 
the tree. [4] 

 
NOC The Number of Children is the number of 

immediate subclasses subordinated to a class 
in the class hierarchy. [4] 

 
Since software architecture plays very important role through the entire software development life 

cycle (because it defines the system’s structure), methods for measuring quality assurance are used to 
check the violations of design principles [9]. During the development of system architecture, it is of 
great importance that structural design has all necessary quality attributes which is usually done by 
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architecture evaluations [10]. CK Metrics, proposed by Chidamber and Kemerer are used to measure 
design complexity in relation to their impact on external quality attributes such as maintainability and 
reusability. CK Metrics asserts several metrics: the weighted methods per class, depth of inheritance 
of the class as well as the number of children for a class hierarchy [4]. 

According to [11], one of the complexity metrics for methods can be used by initially setting 
weight of method to 1 for each function, measuring the overall number of the functions inside of the 
class. According to [12], McCabe's cyclomatic complexity metric can be used to define function 
complexity as well. 

Li and Henry’s metrics are used to measure different internal attributes such as coupling, 
complexity and size. Those metrics were applied by Li and Henry on two real systems developed 
using Classic-ADA, and found that the maintenance effort could be predicted from the values of these 
metrics. [4] 

 
Table 3: 
Li and Henry’s metrics [4][13] 

Metric name Definition 

DAC The number of attributes in a class 
that have another class as their type. 
[4] 

 
DAC’ The number of different classes 

that are used as types of attributes in 
a class. [4] 

 
NOM The number of local methods. [4] 

 
MOOD metrics combines several metrics in order to evaluate class diagram quality by measuring 

the use of object-oriented design mechanisms such as inheritance, measured by MIF and AIF metrics, 
information hiding measured by MHF and AHF metrics as well as polymorphism measured by PF 
metric. [4] 
 

Table 4: 
MOOD metrics [4][14] 

Metric name Definition 

MHF The Method Hiding Factor is defined as a quotient 
between the sum of the invisibilities of all methods defined in 
all of the classes and the total number of methods defined in 
the system under consideration. The invisibility of a method 
is the percentage of the total classes from which the method 
is not visible. [14] 

 
AHF The Attribute Hiding Factor is defined as a quotient 

between the sum of the invisibilities of all attributes defined 
in all of the classes and the total number of attributes defined 
in the system under consideration. 

The invisibility of an attribute is the percentage of total 
classes from which the attribute is not visible. [14] 

 
MIF The Method Inheritance Factor is defined as a quotient 

between the sum of inherited methods in all classes of the 
system under consideration and the total number of available 
methods (locally defined and include those inherited) for all 
classes. [14] 
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AIF The Attribute Inheritance Factor is defined as a quotient 
between the sum of inherited attributes in all classes of the 
system under consideration and the total number of available 
attributes (locally defined plus inherited) for all classes. [4] 

 
PF The Polymorphism Factor is defined as the quotient 

between the actual number of different possible polymorphic 
situations, and the maximum number of possible distinct 
polymorphic situations for class Ci. [4] 

 
  

 
Lorenz and Kidd’s metrics are classified into Class size metrics, Class inheritance metrics and Class’s 
internals metrics. Goal of these metrics is to define the static characteristics of the software design, 
such as usage of inheritance, amount of responsibilities in a class, etc. [4]. 
 
Table 5: 
Lorenz and Kidd’s metrics [4] 

 Metric 

name 

Definition 

Class size metrics PIM This metric is used to count the total 
number of public instance methods in a 
class. Public methods are the ones that are 
available as services to other classes. [4] 

 
NIM This metric is used to count all public, 

protected and private methods defined for a 
class’ instances. [4] 

 
NIV This metric is used to count total 

number of instance variables in a class. 
Instance variables include private and 
protected variables available to instances. 
[4] 

 
NCM This metric is used to count total 

number of class methods in a class. A class 
method is a method that is global to its 
instance. [4] 

 
NCV This metric is used to count the total 

number of class variables in a class. [4] 
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Table 6: 
Lorenz and Kidd’s class inheritance metric [4] 

Class 

inheritance 

metrics 

Metric name Definition 

NMO This metric is used to count total 
number of methods overridden by a 
subclass. A subclass is allowed to define 
a method of the same name as a method 
in one of its super-classes. This is called 
overriding the method. [4] 

 
NMI This metric represents The Number 

of Methods Inherited, and it is used to 
count total number of any method 
inherited by a subclass. [4] 

 
NMA This metric is used to count the total 

number of methods defined in a 
subclass. [4] 

 
SIX The Specialization Index metric for 

each class is defined as: 
(NumberOfOverridenMethods*Hiera

rchyNestingLevel)/TotalNumberOfMeth
ods) [4] 

 
Table 7: 
Lorenz and Kidd’s class internals metric [4] 

Class 

inheritance 

metrics 

Metric name Definition 

APPM The Average Parameters Per Method 
metrics is defined as: 

(TotalOfMethodsParameters/TotalNu
mberOfMethods) [4] 

  

4. Conclusions 

Defining quality attributes for class diagram quality measurement methods can vary and are 
mostly presented as factors or numbers of various states, components and general attributes such as 
numbers of class attributes, functions (methods, operations) and other components that are used in the 
inspected UML model. There is a significant lack of research papers that are covering the field of 
overall quality metrics and ways to measure quality attributes and evaluate the quality of other UML 
diagrams, like: activity diagrams, component diagrams, object diagrams, state-chart diagram and the 
others between those 15 diagrams that exist in UML 2.5. Most research focus towards quality 
evaluation and measurement metrics for class diagrams as well as use case diagrams, and that field is 
more covered than other UML models. As for overall metric quality of UML models, they are done 
individually and are intended to show specific measurement of the component that is observed, rather 
than giving the metric quality of a model as a whole. 
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Abstract: 
In the last two decades we have witnessed how video streaming services have gained 
tremendous popularity, and Internet video traffic is constantly growing at a rapid pace. Certain 
statistics estimate that video traffic makes up to 82% of all Internet traffic, which is a quite 
substantial amount. If we take into account the estimation that the Internet consumed about 
800 TWh of electrical energy in 2022, with projections that it will double by 2030, we come 
to the conclusion that video streaming services already consume more energy than countries 
like Brazil or Canada. It is even more surprising that in the near future it may surpass countries 
like Japan, Russia or even India. With the increasing demand for electrical energy, green 
computing and energy efficiency in video processing and transmission emerge as an important 
endeavor. This paper explores the current technologies, efforts and possibilities that can 
contribute to the reduction of energy consumption by video streaming processes. It presents a 
review of some of the latest research in the fields of energy efficient acquisition, coding and 
transmission of images and video. The paper is concluded with a review of proposed models 
for energy consumption in video streaming, and a proposal for future research toward 
quantitative estimation of video streaming energy consumption, in order to assess the potentials 
for mitigation of its environmental impact. 
 
Keywords: 
Video processing, video streaming, energy consumption, energy-efficient technologies 

1. Introduction 

Video streaming is a rapidly growing industry. Since the introduction of Macromedia Flash and the 
Real-Time Messaging Protocol (RTMP) in 1996 [1], a multifold of streaming services have been 
entering the streaming industry ever since. In the past two decades we have witnessed the huge 
expansion of popularity of services such as YouTube and Netflix, as well as the return to the HTTP 
streaming protocols like Apple’s HLS [2], Adobe’s HDS [3], Microsoft’s Smooth Streaming [4] and 
MPEG-DASH [5]. In the early 2020s, mostly powered by the COVID-19 pandemics, we have 
experienced an enormous transformation in everyday communications and working, fueled by the 
explosion of video conferencing that was use cased in almost every aspect of human living. This video 
streaming trend has inspired marketers to invest greater budgets in video streaming services, while 
subscribers are constantly on a climb globally. 

Consequently, the race of the video streaming industry to expand to new areas, and their strive to 
offer better Quality of Experience (QoE) of their services, led to unenviable impact on the energy 
consumption of global network services, which ultimately leads to negative environmental effects. This 
energy consumption led regulatory bodies in the European Union to impose certain regulations towards 
energy savings in video streaming services, which are compiled by Madlener et al. in [6]. 

1.1 Energy consumption estimations of video streaming 

To assess the global energy consumption of video streaming services, and its environmental impact, 
we first present the estimations about the energy consumption of the Internet. According to Interesting 
Engineering [7] the estimations of the energy consumption of the Internet in 2023 ranges between 200 
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and 400 TWh per year. Another estimation, by Thunder Said Energy [8] claims that the Internet 
consumed 800 TWh of electrical energy in 2022, and the estimations for the near future are that the 
energy consumption of the Internet will double by 2030. Yet, one of the most worrying models is given 
by Jones [9], who estimates that electricity use by ICT could exceeds 20% of the global total energy 
consumption, and predicts an increase to 30% by 2030. If we take into account the global electrical 
energy consumption of 26.587 TWh in 2022, provided by Statista [10], the result would be current 
annual Internet energy consumption of 5.317 TWh, which is most probably overambitious. Therefore, 
based on the projections of Thunder Said Energy [8], for the remaining of this research we will consider 
an estimate of 1.000 TWh as the current annual energy consumption of the Internet. 

The estimations of Internet video traffic also vary among different sources, but not as widely as 
previously elaborated global consumption of electrical energy. In the Cisco VNI Global IP Traffic 
Forecast Report [11] from 2018, the estimations are that video traffic in 2017 made about 73% of all 
Internet traffic, with a prediction to rise up to 82% in 2022. It is interesting to mention that this report 
claims that Internet video traffic grew 40% in 2017. 

Similar estimations are presented by Synthesia [12] in 2024, with a claim that video made up 82% 
of all internet traffic in 2022, compared to 73% before the COVID-19 pandemic. 

Sandvine’s Global Internet Phenomena Report 2024 [13] claims that video now accounts for 70% 
of all Internet traffic, and in their previous report [14] they declare that data usage from video sites 
increases by 24% each year. It is also interesting to mention that, according to this report, Netflix, 
YouTube, Disney+ and Amazon Prime Video alone comprise 34% of all Internet traffic. 

Another source, such as The Internet & Television Association (NCTA) [15] presents an estimation 
that video traffic in 2020 reached 59% of the total global network traffic. 

Even though there are some variations, the aforementioned estimations clearly describe the amount 
of traffic that video streaming consumes and indicate the importance of tackling the issue of excessive 
energy consumption. 
 
1.2 Market value estimations of global video streaming 

 
The growth in every industry branch is driven by its economic potential, and video streaming 

industry is quite a representative example. According to Cloudwards report from July 2024 [16] the 
global video streaming industry was valued at $50.11 billion in 2020 and rose to $60.1 billion by 2021. 
The report also projects that video streaming market is expected to grow annually by 21% between 
2021 and 2028, while streaming increased by 21% over the third quarter of 2020 alone. 

Similar projections are given by Grand View Research report from April 2024 [17] in which the 
global video streaming market size is expected to reach USD 416.84 billion by 2030, registering a 
Compound Annual Growth Rate  (CAGR) of 21.5% from 2024 to 2030. Another view of the future in 
video streaming is that technological advancements, like execution of Blockchain technology in video 
streaming and the practice of Artificial Intelligence (AI) to advance quality of videos, are expected to 
augment the growth of video streaming market over the forecast period. 

Other estimations of the video streaming market current value, range from USD 108 billion by 
Statista [18], USD 670 billion by Exploding Topics [19], USD 544 billion by Forbes [20], USD 90 
billion by Market Research Future for live video streaming only [21], to USD 674 billion by Fortune 
Business Insights [22], with growth predictions between 18% and 28% annually. 

Market value estimations are in line with energy consumption estimations regarding video 
streaming, which supports its predicted growth in the future. 
 
1.3 Research goal and structure 

 
In circumstances where video streaming traffic already makes the vast majority of all Internet traffic, 

along with its forecasted growth, and taking into account the estimations of its energy consumption, 
one crucial question arises in regard to energy efficiency and sustainability. The question is: How big 
will the impact on energy savings be if the world switches to energy efficient video processing and 
streaming technologies? A simple question that is quite complex to answer. This is the main goal of our 
future research endeavors, but answering this question requires multitude of measures and statistics, 
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analyses of impact of different steps in video processing and transmission, research on novel energy-
efficient technologies and modeling the energy consumption. This research represents a preliminary 
work, to review the current accomplishments in the field of energy efficient video streaming and to set 
the directions for future work. In this manner, in Section 2 we present an overview of recent advances 
on energy-efficient technologies concerning video processing and streaming. In Section 3 we give an 
overview of some of the recently proposed models for energy consumption of video streaming and we 
elaborate the rationale to expand these models toward realization of our research goals of quantitative 
estimation of energy consumption of global video streaming services. In Section 4 we conclude the 
paper with a reference for future work. 

2. Related work on energy-efficient video streaming 

More than a decade ago, Ma et al. [23] researched the technologies and possibilities to mitigate the 
high demands of multimedia communications on energy resources. As multimedia communications 
impose high resource requirements, such as high bandwidth and low transmission delay, the authors 
provide a state of the art, and explore energy-efficient techniques that have been proposed to date. This 
comprehensive survey introduced two groups of energy-efficient techniques in two integral multimedia 
communication phases: energy-efficient compression and energy-efficient transmission. Because of the 
complexity of the multimedia acquisition, compression and transmission processes, no insight into 
detailed energy consumption savings is given, but this comprehensive survey presents substantial 
information about the compression and transmission techniques of that time and provides a vision for 
research in energy efficiency for multimedia transmission systems.    

Rajaraman et al. [24] explored the energy consumption of smartphones during video recording and 
streaming. Their main findings are that the majority of power is already drawn when the camera is in 
focus mode and not yet recording. This power is drawn by the camera internal hardware and some other 
hardware of the smartphone related to the video processing, and none of this hardware seems to scale 
the power draw with the video resolution or bit rate. The authors provide charts of power consumption 
in different scenarios with variety of different smartphones, and present the findings quantitatively in 
milli Watts (mW), which makes the results quite usable in modeling the energy consumption of video 
streaming systems in general. While this research provides substantial information about energy 
consumption in video streaming of smartphones, it does not provide insights into the energy 
consumption of the streaming network, nor the energy consumption of devices where the video is 
received, decoded and presented. 

Lee et al. [25] propose an energy efficient image compression system based on discrete wavelet 
transform and adaptive line prediction. The proposed system includes a new bitrate control algorithm 
that is expected to significantly improve image quality consistency. To compare energy consumption 
of multimedia Internet of Things (IoT) devices with different compression algorithms, they use energy 
complexity method based on the number of operations in the microprocessor and the number of memory 
accesses. The authors claim that their proposed method achieved higher compression ratio than existing 
methods while maintaining lower complexity. They also claim that it demonstrated superior 
performance compared to existing Set Partitioning in Hierarchical Trees (SPIHT) and High Efficiency 
Video Coding (HEVC) method in terms of power reduction effect at system level. 

Katsenou et al. [26] explore and compare the energy consumption across optimized state-of-the-art 
video codecs, such as SVT-AV1, VVenC/VVdeC, VP9, and x.265. From the obtained results, with the 
specific set of coding configurations, the authors conclude that SVT-AV1 offers the best quality-bitrate-
energy tradeoff compared to the other codecs. On the other hand, for low-energy solutions they propose 
that x.265 is the best choice, but it comes at the cost of lower video quality. 

In [27] Uitto et al. evaluate the energy and power consumption for the existing top-rated open source 
video encoders in proportion to video quality and bit rate. The selected video coding formats include 
H.264/AVC, HEVC and Google’s VP9. The results presented indicate that the selected x.264 
implementation of the H.264 encoder exhibits the lowest energy consumption, but the worst 
compression efficiency. On the other hand, x.265 implementation of HEVC appeared to have the best 
compression efficiency, but high energy consumption. In these experiments VP9 is the codec that 
provides the best results in terms of compression efficiency and energy consumption tradeoff.  
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Finally, Afzal et al. [28] have compiled maybe the most comprehensive survey to date, regarding 
the energy consumption of video streaming and its environmental impact. Some of the main research 
questions that this survey tries to find answers to are (i) How do various video streaming components 
contribute to its energy use and CO2 emissions?, and (ii) How can we estimate or measure the energy 
consumption and CO2 emissions in video streaming? They point out the most significant issues as well, 
among which, one of the most noticeable is the lack of a reproducible energy measurement dataset 
covering various device types and coding parameters.  

Many research efforts concentrate on energy efficiency in image coding, mainly intended for use in 
energy constrained applications, such as IoT and Wireless Sensor Networks (WSN). For example, Li 
et al. [29] present an energy-efficient compressive image coding system, intended for use at low-energy 
consuming IoT. Albalawi et al. [30] proposed an energy-efficient design of the Secure Better Portable 
Graphics Compression (SBPG) architecture. The architecture proposed in this paper is suitable for 
imaging in the IoT, as the main concentration is on the energy efficiency. As one of the most important 
goals of current and future sensor networks is energy-efficient communication of images, Lee et al. [31] 
present a quantitative comparison between the energy costs associated with direct transmission of 
uncompressed images and sensor platform-based JPEG compression followed by transmission of the 
compressed image data. Furthermore, Bano et al. [32] in their research analyze image compression 
techniques, such as Set Partition in Hierarchical Trees (SPIHT), Set Partitioned Embedded BloCK 
Coder (SPECK), and JPEG2000 for energy constrained WSN. They also compute the energy 
consumption for transmitting an uncompressed 512 x 512 image from source to destination and 
compressed using SPIHT algorithm. Furthermore, Uthayakumar et al. [33] introduce a highly reliable 
and low-complexity image compression scheme using Neighborhood Correlation Sequence (NCS) 
algorithm. The NCS algorithm performs a bit reduction operation and then the encoding is performed 
to further compress the image. The proposed NCS algorithm increases the compression performance 
while decreasing the energy utilization of the sensor nodes with high fidelity. The authors claim that 
the proposed method maintains a better trade-off between compression efficiency and reconstructed 
image quality. Wang et al. [34], inspired by hierarchic structure of neural networks, propose a new 
lightweight, low-complexity learning-based image coding method entitled Green Image Codec (GIC). 
They claim that their experiments show that it outperforms JPEG by a significant margin and has a rate-
distortion performance close to that of Better Portable Graphics (BPG) codec. Since the main 
compression technique in image coding algorithms like JPEG and H.265/HEVC is the Discrete Cosine 
Transform (DCT), Cintra et al. in [35] concentrate their research efforts to improve DCT in their 
proposed 8-point DCT approximations with very low arithmetic complexity. The proposed algorithms 
are fully compatible with modern codecs and were assessed in terms of arithmetic complexity, energy 
retention capability, and image compression performance. The results presented indicate very low 
qualitative and quantitative degradation at a considerable lower computational cost. 

From the presented related research, we can conclude that the majority of research is focused on 
improving the energy efficiency in image coding, and a few deal with performance comparisons of 
existing image coding techniques. Even though energy-efficient image coding may be quite beneficial 
to energy constrained use cases such as in IoT and WSN, the energy savings in video streaming by sole 
improvement of energy efficiency in image coding alone, may not be sufficient to make an impact. 

3. On the modeling of energy consumption in video streaming 

In order to provide as much precise estimations on the energy consumption of video streaming 
systems, we need to employ mathematical modeling techniques. However, modeling the energy 
consumption of global video streaming is a massive task and requires detailed research on various 
aspects of the video streaming process, such as the coding and decoding techniques employed, the 
diversity of devices used in video streaming, the contribution of the different techniques used on the 
path of video delivery from source to destination and multitude of measures and statistics. 

Several research efforts have tried to address this issue in the past. Sharrab and Sarhan [36] in 2013 
developed a model for power consumption in video streaming systems, focusing primarily on H.264 
video encoding. For comparative purposes, they also study MJPEG and MPEG-4 video codecs. They 
analyze the impacts of the main H.264 video compression parameters on power consumption and 
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bitrate, such as quantization parameter, number of reference frames and motion estimation. One of the 
more important contributions of this research is that the model deals with aggregate energy 
consumption, taking into account the energy consumption in the capturing, encoding, and transmission 
phases of the live video streaming process. Yunchang Liu et al. [37] explored the energy efficiency of 
video streaming from a multimedia service provider perspective. This research presents a theoretical 
model to explore the trade-off between energy consumption and the achieved QoE for cloud based, 
streaming multimedia applications. The research aims to optimize the energy consumption of the cloud 
data center and the achieved QoE at the end users. The algorithm can guarantee desired QoE and reduce 
energy consumption, even without any information about the future fluctuation of user demands. 
Herglotz et al. [38] created a model for estimation of power consumption and QoE at the end user in a 
video streaming service. The research is comprehensive and provides significant insights into energy 
efficiency and QoE of a video streaming system, regarding the video codec, resolution, frame rate, and 
bitrate. The authors declare that in their measurements, possible power savings for a given device are 
at least 3.5%. The following Table 1 presents the key points and accomplishments of the energy 
consumption models concerning video streaming. 
 
Table 1: 
Comparison of models for energy consumption in video streaming 

Energy consumption model Main focus Main results and conclusions 

Sharrab and Sarhan [36] 
Energy consumption in 
capturing, encoding and 
transmission of video. 

 
Encoding for higher resolution 
video consumes more than 
90% of the total energy 
consumed in the three phases. 
Capturing phase < 6 %. 
Transmission phase < 4 %. 

   

Yunchang Liu et al. [37] 

Optimization of the trade-off 
between the energy 
consumption for multimedia 
distribution by cloud-based 
data centers and QoE at end 
users. 

The proposed optimization 
algorithm guarantees desired 
QoE and reduces energy 
consumption, regardless of the 
future fluctuation of end user 
demands. 

   

Herglotz et al. [38] 
Calculating the energy 
consumption at the client 
(end-user) side only. 

Energy consumption at end-
users depends on QoE 
parameters (resolution, frame 
rate and bitrate), and the video 
codec. 
Possible energy savings for a 
given device >= 3.5 %. 
  

 
While the aforementioned research efforts on modeling energy consumption provide substantial 

insights into this issue, they are focused on specific aspects of the whole video streaming paradigm. For 
example, the model in [36] deals only with live video streaming and takes into account the capturing, 
encoding, and transmission phases. The decoding phase at the end user is not taken into account. The 
model in [37] explores the distribution part of the whole video streaming process, i.e. the energy 
consumption for a cloud-based multimedia streaming application, and it omits other parts of the whole 
video streaming process. The model created in [38] deals with only one part of the entire streaming 
chain, i.e. the created model estimates the energy consumption at the end user in a video streaming 
service. 
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To answer the main question on the impact on energy savings if the world switches to energy 
efficient video processing and streaming technologies, we have to take the modeling paradigm a step 
further and encompass all the phases, technologies and devices into an energy consumption model of 
video streaming system. Developing such model is quite complex task. Such model will need to take 
into account many input elements that will require careful research prior to the creation of the model. 
We believe that such research will be quite valuable to convey, since energy efficiency, energy 
production sustainability and the reduction of greenhouse gas emissions are extremely important 
paradigms of today’s society. 

4. Conclusions 

This research discusses the energy consumption of video streaming in general, and the importance of 
the possibilities that can contribute its reduction. It presents statistics which estimate that video 
streaming today probably consumes more electric energy per year than countries like Brazil or Canada, 
with a prospect to surpass bigger consumers like Japan, Russia or even India in the following years. A 
review of the latest research on technologies and possibilities to mitigate the high demands of 
multimedia communications on energy resources is given as well. Furthermore, a list of related models 
developed to estimate the energy consumption of certain stages of the video streaming process is 
presented, with an accent on their main focus points and their results and conclusions. The main goal 
in our future research is to develop a model for energy consumption of the global video streaming 
ecosystem, and to estimate the amount of energy savings that can be exploited if energy efficient 
technologies are employed. Such estimations will be quite valuable for further research on energy-
efficient video streaming technologies, because they will provide invaluable information on the global 
energy savings, and whether future research efforts in this area are viable.    
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Abstract: 
The aim of this paper is to explore how online retailers use Facebook marketing to create and 
maintain strong relationships with their customers. The research included an analysis of various 
goals set by different retailers and the strategies they employ to achieve success through the 
Facebook social network. The results show that retailers mainly use basic, pre-defined routines 
and methods that are not developed enough, focusing on commercial messages and neglecting 
long-term benefits, often leading to ineffective communication with consumers. Although they 
recognize the importance of feedback, many retailers still do not pay enough attention to 
analyzing and applying it, often interpreting it superficially. The paper also emphasizes the 
need for integrating more internet platforms, with the emergence of new and modern ones, to 
achieve greater success. It concludes that retailers are aware of the lack of investment in time, 
money, and other resources in Facebook marketing and plan to increase budgets for developing 
more effective strategies in the future. While planning is one thing and implementation another, 
we are all aware that changes happen very quickly and often when we least expect them. Those 
who adapt in time have a better chance of surviving in the increasingly competitive global 
market. 
Keywords: 
Social networks, Facebook, marketing, consumers, retail, IT, feedback 

1. Introduction 

The use of social networks and the internet has evolved to such an extent that it has become an 
indispensable part of everyday life. People spend an incredible amount of time connecting with others 
through them. The spread of social networks, especially Facebook, offers enormous opportunities for 
establishing more efficient and faster ways of communicating with retail consumers. Today, it is easy 
for consumers to access information about products and companies selling them, making them very 
well-informed. Facebook provides diverse opportunities for advertising and business promotion, but it 
is crucial to understand how to effectively use these tools in line with company goals [1]. Expressing 
views, personal opinions, and feelings about various products and the companies selling them to a large 
group of people became much easier with the advent of social network [2]. However, in this new 
business environment, companies find it very difficult to control complaints, criticisms, and personal 
opinions that users can share with others over the internet. According to Aaker (2009), this increasing 
power that customers now possess creates a completely new method of marketing communication 
through which companies actually try to establish more personal relationships with their consumers, 
contrary to the earlier traditional method of mass communication [3].  

Urban (2003) highlighted the importance of consumer support, claiming that old and traditional 
marketing methods no longer fulfill their intended purpose, adding that modern consumers are now 
better informed and able to recognize marketing and sales tricks used by companies, which gives them 
better control over information that was previously the greatest advantage of companies. Urban (2003) 
also claims that consumers tend to find traditional marketing methods such as unsolicited letters, TV 
marketing (or telemarketing), and pop-up ads very annoying. He believes that these traditional 
marketing tools tend to increase feelings of anger or even mockery among potential consumers instead 
of encouraging them to buy products, which would generate profit for the company [4]. According to 
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Borges (2009), marketing conducted through social networks allows companies to create, maintain, and 
develop stronger relationships with their consumers, making mutual communication better, which 
further increases company profits. Based on Urban's (2003) opinions, modern retailers draw attention 
to how customers connect with their brands online, how they perceive them at home and in stores, while 
traditional retailers tend to focus on what customers think about their company's brand [5]. 

Among the many social networks available, Facebook stands out due to its global popularity, 
advertising tools and extensive user base. For IT retailers, Facebook provides not only a platform for 
engaging with customers but also an effective way to reach targeted audiences. The decision to focus 
on Facebook in this paper stems from its leading role in social media marketing and its widespread use 
by retailers in the IT sector in Serbia. Additionally, Facebook offers tools such as customer interaction 
through comments, likes, and shares, which allow for measuring engagement and marketing strategies.  

2. Methodological framework of the research 
2.1. Research problem 

In today's digital age, interaction with consumers on social media is becoming increasingly 
important for building a brand and engaging the target audience [6]. In the modern business 
environment, companies must be agile and flexible to adapt to rapid market changes and meet growing 
consumer needs [7]. The main research problem of this paper is to evaluate how social networks, 
specifically Facebook, are utilized by IT equipment retailers to improve marketing strategies and 
increase sales. This includes investigating whether retailers are adequately planning and implementing 
their Facebook marketing campaigns, selecting trained personnel for social media management, and 
performing risk assessments and project planning before launching marketing initiatives. Furthermore, 
the paper explores how well retailers integrate consumer feedback and engagement to refine their 
marketing approaches. 

2.2. Research subject 

The main idea of this paper is to define models of how online retailers use Facebook marketing to 
create and maintain strong relationships with their consumers. We will consider different goals set by 
various online retailers regarding the use of Facebook marketing. 

2.3. Research objective 

According to Radosav (2023), the goal of any research is to acquire certain scientific knowledge 
that, in addition to social justification, also has its practicality [8]. The main objective of this paper is 
to examine the effectiveness of Facebook as a marketing tool from the perspective of IT retail. While 
the focus is on Facebook, the conclusions drawn can contribute to understanding broader social media 
strategies. The study seeks to identify key methods and strategies used by retailers to create, maintain, 
and enhance consumer relationships through Facebook, ultimately contributing to increased brand 
loyalty and sales. 

2.4. Research hypotheses 

This paper addresses one main and two additional hypotheses: 
• H: The use of the Facebook social network by IT equipment retailers increases sales compared 

to traditional marketing tools. 

• H1: Adequately planned/implemented Facebook campaigns increase their effectiveness. 
• H2: Careful segmentation of the target audience, with the same amount of resources, achieves 
better effects. 
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2.5. Description of the research sample 

This research focuses on retailers in the IT hardware industry. Retailers in the industry were selected 
from a list of the largest online companies in Serbia provided by "Economic Magazine" (2020). Five 
companies in the IT hardware industry were identified, all of which actively use Facebook pages and 
are primary online retailers in Serbia. 

The research sample contains five of the largest online IT hardware retailers in Serbia, selected based 
on their active presence on Facebook and their presence in the market. These retailers were chosen to 
ensure that the sample is representative of the IT retail industry in Serbia, allowing for scientific 
conclusions to be drawn. The sample enables the study to examine how different companies with 
varying levels of resources and marketing sophistication utilize Facebook as a marketing platform. The 
selected companies are leaders in online retailing, which gives relevance and weight to the study's 
findings. 

2.6. Place and time of research 

Some of the data and information presented in this document were obtained through emails and 
phone calls with the staff of the mentioned companies, while most of the data were obtained from 
questionnaires. The research location is throughout Serbia, predominantly the Mačva region. The 
research time is December 2023. 

2.7. Research methods, techniques and instruments 

The research consists of a combination of qualitative and quantitative methods. Data collection was 
carried out through structured interviews with key marketing personnel from each retailer, focusing on 
how they use Facebook for marketing purposes. Additionally, a detailed questionnaire was designed to 
collect specific information on marketing strategies, engagement metrics, and consumer interaction 
through Facebook. The questionnaire was structured to reveal insights into the effectiveness of the 
campaigns and the retailers' perception of Facebook as a marketing tool. Furthermore, authors analyzed 
Facebook pages in order to observe the frequency and type of interactions (e.g., likes, shares, 
comments). This mixed method approach ensured a comprehensive understanding of Facebook’s 
impact on marketing performance. 

3. Research results and discussion 
3.1. Research results 

Based on the conducted research, we will analyze the results of using the Facebook social network 
by IT equipment retailers compared to traditional marketing methods with the aim of increasing sales. 

Most respondents admitted that they want to use Facebook to promote their brand and increase brand 
recognition. WinWin and Tehnomanija added that they want to develop a more personal relationship 
with their fans and thereby increase their number. Similarly to WinWin's goal, Gigatron also hopes to 
use Facebook to create a more loyal relationship with consumers. GrappoloGroup plans to upgrade its 
Facebook profile by making it more interactive. The upgraded page will include short films, 
advertisements, and other user-friendly content. ComTrade sees an opportunity to use this marketing 
channel and take advantage of Facebook's popularity for advertising because it does not require 
significant investments. ComTrade explained that they avoid huge investments in Facebook marketing 
because the future of this social network is very unpredictable and uncertain, adding that this prevents 
them from setting long-term goals. However, ComTrade also added that they will have to address this 
issue in the future if they plan to keep pace with the competition, given that most large competing 
companies are already starting to transfer their consumer services and online stores. 
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Table 1 presents the short-term goals identified by different retailers for their Facebook campaigns. 

These goals indicate the strategic focus of the retailers, such as brand awareness or increasing likes. 
Table 1: 
Facebook campaign goals 

Retailer WinWin Gigatron Grappolo Tehnomanija ComTrade 

Q1-
Short-term 
goal 

More 
"likes" 

Brand 
awareness 

Inform 
consumers 

Apply a new 
strategy to 
increase "likes" 

Increase 
sales 

Q2 – 
Short-term 
goal 

Increase 
the number 
of 
customers 

Increase 
loyalty 

Launch a 
larger 
campaign 

Become a top 
brand in the 
online market 

Use 
Facebook as a 
customer 
service channel 

 
Regarding their presence on Facebook, all interviewed retailers responded that they had different 

goals when they joined online marketing through Facebook. Three out of the five interviewed retailers 
confirmed that they use Facebook for advertising new products and marketing campaigns. Besides 
Gigatron, only WinWin uses this online social network for customer service purposes, while ComTrade 
plans to introduce this into their online offering. 

ComTrade holds the view that when a company adds consumer services and a space for exchanging 
opinions and discussions to their Facebook page, they must keep in mind the importance of reviewing 
and responding to every question or comment a consumer leaves, otherwise, the company's reputation 
may be jeopardized. The respondent from ComTrade added that the company's motto regarding the use 
of Facebook as a marketing tool is "there is no point in using social media for advertising if you are not 
a social company yourself." Although Tehnomanija admitted that they used Facebook only for product 
advertising, the respondent from this company confirmed that the company plans to publish not only 
interesting but also unique content on their Facebook page as part of a new marketing campaign in the 
near future.  

The announced campaign includes special content and offers that will be available only on the 
company's Facebook page, which is linked to the company's official online store. In this way, the 
company aims to reduce the prices of their products and services and increase and transfer online traffic 
from their Facebook page to their official website. Three retailers confirmed that they have changed 
their initial goals and purposes of using Facebook, which fulfills the additional hypothesis that a well-
planned/implemented Facebook campaign increases its efficiency. 

 
Table 2: 
Goals of using Facebook 

Retailer 
Goal and purpose of using 

Facebook 
Does the purpose change? 

WinWin Campaign, customer 
services, community No 

Gigatron Campaign, customer 
services, product advertising No 

Grappolo Attract new customers, 
increase brand awareness Yes 

Tehnomanija Promotion of products and 
services Yes 

ComTrade Informative and marketing 
campaign Yes 
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During the interviews, four of the respondents stated that they use two or more social media 
channels, while all used Facebook as a marketing tool. Only two interviewed companies have been 
members of Facebook for more than two years. From the standpoint of the "number of likes" most 
companies have around 300 "likes" except Tehnomanija, which has several thousand "likes" and 
ComTrade, which has nearly a thousand. Respondents offered different reasons for deciding to use 
Facebook. According to WinWin, any PR advertising is good advertising, while Tehnomanija followed 
the example of a well-known foreign company that sold similar products and achieved great success 
with Facebook marketing.  

On the other hand, ComTrade sees Facebook as an excellent tool for informing customers, 
publishing company news, advertising new products, and attracting new customers. This approach in 
the research confirms the auxiliary hypothesis that careful segmentation of the target audience, using 
the same amount of resources, achieves a better effect. 

 
Table 3 shows the number of likes and social media engagement for each retailer, reflecting their 

commitment to Facebook marketing and presence on other platforms. 
Table 3: 
Use of Social Media 

Retailer WinWin Gigatron Grappolo Tehnomanija ComTrade 

Number of 
likes 360 250 280 3860 930 

Using 
Facebook since 

Yes, 
since May 
2018 

Yes, since 
June 2017 

Yes, since 
Aug 2020 

Yes, since 
Nov 2020 

Yes, since 
Feb 2016 

Presence on 
other social 
media 

Twitter 
Price 

comparison 
sites 

MSN, 
Blocket 

YouTube, 
Blogger 

LinkedIn, 
Forums 

 
The study found that while all retailers acknowledged the importance of Facebook in their marketing 

strategies, their levels of engagement and success varied. For instance, WinWin and Gigatron both use 
Facebook to increase brand awareness and build customer loyalty, but they do so with different degrees 
of sophistication. The larger companies, such as Tehnomanija, demonstrated more strategic use of 
Facebook, incorporating both promotional content and customer service functions. However, none of 
the retailers showed evidence of systematically using sales data to directly link Facebook activities to 
increased revenue. The research also highlighted that while companies recognize the potential of 
Facebook, many still rely on traditional one-way communication methods, limiting their ability to fully 
engage with consumers. 

4. Research discussion 

The presented research results confirm the hypothesis that the use of the Facebook social network 
by IT equipment retailers, compared to traditional marketing tools, increases sales. The analysis showed 
that the right model for applying empirical research methods was chosen, with the aim of explaining 
the findings in this relatively new area of marketing. The basic strategy of this paper is the combined 
use of inductive and deductive methods. Most companies started using Facebook because it is a cost-
effective marketing tool, and the success of other companies on this platform further increased their 
interest. 

The selected subjects primarily use Facebook pages to provide unique content, publish news, 
discount codes, promote innovative products, and provide consumer services [9]. To attract new 
consumers, Smith (2011) recommends using social media to improve consumer retention, build market 
share, and brand awareness [10]. It has been observed that not all respondents fully followed these 
recommendations and instead used Facebook more as a traditional marketing channel, rather than a 
channel for building relationships with consumers. 

Marketing strategy allows organizations to focus their limited resources on the greatest opportunities 
for increasing sales [11]. Shih (2010) claims that social media and Facebook marketing should offer a 
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trade-oriented effect, although only one respondent provides an integrated web store on their Facebook 
page [12]. Most respondents have been using Facebook as a marketing tool for 4-5 years, indicating 
significant room for improvement. Building relationships requires time and investment [13]. 

ComTrade and Tehnomanija have the highest level of awareness regarding Facebook marketing and 
provide consumer services in line with Weber's (2009) recommendations, using Facebook as a dialogue 
channel. Smaller organizations have experimental approaches but lack knowledge on the proper use of 
Facebook. The rapidly changing business environment makes it difficult for companies to have clearly 
defined strategies, which may explain the absence of strategy among respondents [3].  

Branding on social networks refers to dialogue and engaging users in brand development [13]. Our 
respondents are not yet using Facebook to its full potential for feedback, which could enhance their 
marketing strategies. Integrated marketing communication is important for long-term relationships [14]. 
Most respondents do not have a consistent approach to Facebook messaging in line with their usual 
marketing but promote their Facebook channel in various ways. 

Porter (2009) emphasizes the importance of presence on popular platforms like Facebook. The 
obtained results confirm the theoretical framework, indicating that successful companies use Facebook 
as a marketing tool to maintain and expand market share. 

It has been noted that almost all retailers express a lack of time, effort, or other resources to regularly 
monitor Facebook effectiveness. Periodic reviews are crucial for gathering fresh comments and 
feedback [15]. Although companies have employees for posting information, most do not have 
established routines or schedules for reviewing comments, which diminishes the potential of their 
Facebook strategy. 

Respondents have different goals regarding Facebook marketing. Larger organizations like 
ComTrade and Tehnomanija have defined routines and strategies with more likes, while smaller 
organizations like Grappolo, WinWin, and Gigatron have fewer likes and undefined or not well-defined 
goals. This highlights the importance of setting high ambitions and goals for success on Facebook in 
terms of increasing likes and actively involving customers in brand development on the social network. 
Word-of-mouth advertising is more effective than traditional advertising because it is more persuasive. 
People are more likely to listen to their friends than an advertisement [16]. Personalization and 
customization of marketing messages become key success factors in the age of market segmentation 
and individualized consumer experience [17]. 

The confirmation of the hypothesis that Facebook marketing increases sales is based primarily on 
qualitative insights rather than strong sales data. While respondents claim that Facebook helps in 
boosting brand visibility, the study did not uncover direct metrics connecting Facebook usage to 
increased sales. This gap suggests that while Facebook is a useful tool for marketing, the full potential 
of its impact on sales is yet to be realized, and further studies could focus on this aspect by incorporating 
detailed sales analytics. Additionally, it became clear that companies often use Facebook as a traditional 
advertising platform, underutilizing its capacity for fostering two-way consumer relationships, which 
is essential for long-term marketing success. 

5. Conclusion 

The development of the Internet has positively influenced the communication between merchants 
and consumers, enabling direct interaction through web platforms. The Facebook profile is an excellent 
tool for collecting feedback, but respondents are reluctant to review all feedback due to the time and 
resources required. However, they recognize the importance of this information and plan to pay more 
attention to it in the future. Integrating several tools, such as newsletters and emails, has proven 
successful for many merchants. Facebook marketing is a useful tool for many merchants, and most 
recognize its positive aspects.  

Larger, well-known companies set more ambitious goals and are better acquainted with the 
opportunities Facebook offers, focusing on two-way communication and original content. Smaller 
companies often set basic goals and use less developed strategies, resulting in fewer "likes" and less 
customer engagement in the brand identity building process. Respondents confirmed that they do not 
invest enough time and money in Facebook marketing but plan to increase their budgets to develop and 
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implement more effective strategies. Increased knowledge and awareness of the possibilities offered by 
Facebook marketing are changing merchants' perceptions for the better.  

This study illustrates how online merchants use Facebook as a communication channel with 
consumers to achieve various goals. The key parameters used in the research during the given period 
show that the use of the Facebook social network by IT equipment retailers, compared to traditional 
marketing tools, increases sales, confirming the main hypothesis. There are opportunities for further 
research to develop more advanced strategies in this field, considering that marketing strategy allows 
organizations to focus their limited resources on the greatest opportunities for increasing sales.  

The lack of well-designed strategies can have negative consequences for companies, so it is 
important to pay attention to this aspect of marketing. Given the dynamic nature of social media 
marketing, including Facebook, regular monitoring of strategy elements could contribute to a better 
understanding of their impact on the success of marketing activities on Facebook. Further research 
could provide new insights into communication and relationship building using this online marketing 
tool. 

This paper has demonstrates the growing importance of Facebook as a marketing tool for IT retailers. 
While many companies have integrated Facebook into their marketing strategies, there is significant 
room for improvement, particularly in developing more interactive and consumer-focused campaigns. 
The research confirms that the effective use of Facebook can increase brand recognition and 
engagement, although the direct impact on sales remains unclear. The main contribution of this paper 
lies in its identification of gaps in current practices and the suggestion that retailers must move beyond 
one-way communication in order to recognize the benefits of social media marketing. 
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Abstract: 
This paper explores the impact of artificial intelligence (AI) on personalization strategies in 

digital marketing, with a focus on AI's ability to enhance customer engagement, improve 

marketing efficiency, and drive conversions. AI enables businesses to analyze large datasets in 

real time, allowing precise targeting and dynamic customer interactions. The paper identifies 

key advantages, including increased conversion rates and brand loyalty, while acknowledging 

challenges related to data privacy and ethical considerations. The future of AI-driven marketing 

will be shaped by technologies like augmented reality and voice tools. The paper concludes 

that while AI offers significant potential in digital marketing, a balanced approach that respects 

consumer privacy and autonomy is essential for sustainable growth. 
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1. Introduction 

Artificial intelligence (AI) has become a transformative force in digital marketing, particularly in 

the area of personalization strategies. The integration of AI into marketing practices not only 

streamlines processes but also enhances the precision with which businesses can connect with 

individual consumers [1]. One of the most significant impacts AI has made is its ability to automate 

complex marketing tasks. AI technologies such as machine learning, natural language processing, and 

predictive analytics are capable to handle large volumes of data, allowing marketers to make data-driven 

decisions with greater speed and accuracy. As a result, brands are able to create more dynamic 

marketing strategies, ensuring that they can stay competitive in the marketplace [2]. Personalization 

strategies powered by AI can be seen in a variety of applications, from tailored email campaigns and 

customized product recommendations to dynamic ad targeting. Consumers are increasingly expecting 

these personalized interactions and businesses that effectively use AI to meet these expectations often 

experience improved engagement, higher conversion rates, and stronger customer loyalty [3]. 

The primary motivation of this paper is to explore AI’s contribution to creating customer-centric 

marketing strategies. The methods analyzed include AI-driven tools like recommendation engines and 

dynamic ad targeting. This paper contributes to the literature by highlighting the potential of AI to refine 

personalization strategies and examines the associated risks of privacy and ethical concerns. Second 

section of the paper discusses the AI tools used in marketing, third section outlines challenges and 

ethical implications, and fourth section proposes a model for improving AI-personalized marketing. 

2. AI-driven personalization in digital marketing 

The application of AI in digital marketing includes a variety of tools and technologies that assist 

marketers in analyzing large amounts of data, predicting consumer behavior, and automating routine 

tasks. AI systems are capable of processing large datasets more quickly and accurately than traditional 

methods, allowing businesses to draw insights that would otherwise remain hidden. This allows 
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businesses to deliver targeted ads, personalized recommendations, and tailored content to individual 

consumers. Machine learning, a subset of AI, is particularly useful in this regard. Through machine 

learning, algorithms identify patterns in customer data and forecast future behavior, enabling marketers 

to anticipate customer needs and make data-driven decisions. Natural language processing (NLP), 

another AI technology, enhances marketing by enabling tools like chatbots and sentiment analysis. 

Chatbots can automate customer service interactions, providing personalized responses based on prior 

interactions, improving user experience and efficiency [4]. 

As AI becomes increasingly integrated into digital marketing, its ability to automate tasks has been 

a major driver of its adoption. AI tools are now frequently used to automate customer segmentation, 

email marketing, ad targeting, and content recommendation. These tasks, which would otherwise 

require significant manual effort and time, can now be performed with precision and at scale through 

AI systems. AI-powered tools can automatically optimize digital ad placements by analyzing 

performance data in real-time, adjusting bids and targeting settings to maximize return on investment 

(ROI). The ability to automate these complex processes not only saves time but also ensures that 

marketing efforts are consistently refined to achieve better outcomes [5]. 

 In today’s digital landscape, consumers expect brands to understand their preferences and deliver 

relevant content that meets their needs. AI enables this level of personalization by analyzing a wide 

range of data points, such as past purchases, search queries, and online behavior to build detailed 

customer profiles. These profiles allow marketers to predict individual consumer preferences and 

deliver highly customized recommendations, whether it be product suggestions, personalized emails, 

or targeted ads. This approach helps brands create more meaningful connections with their customers, 

resulting in higher engagement and increased loyalty [6]. 

Personalization through AI can be seen across various touchpoints in digital marketing. For example, 

AI is commonly used in recommendation engines, which analyze user data to suggest products or 

services based on previous interactions. This not only enhances the customer experience but also 

increases the likelihood of repeat purchases or continued engagement. Similarly, AI is used in 

personalized email campaigns, where the content and timing of messages are tailored to individual 

recipients. AI can analyze factors such as open rates, click-through rates, and purchase history to 

determine the optimal time to send an email and what content is most likely to resonate with the 

recipient [7]. 

AI’s role in ad targeting is another key aspect of personalization. Through predictive analytics, AI 

can determine which ads are most relevant to specific users based on their online behavior and 

interactions with past campaigns. Predictive models analyze historical data to predict future customer 

actions, such as purchasing trends or content preferences. This helps marketers create personalized 

campaigns that resonate with specific customer segments [8]. 

3. Challenges and future aspects of AI-personalization in digital marketing 

Despite the potential of AI, several challenges must be addressed, primarily in data privacy and 

ethical use. Personalization relies on the collection and analysis of large amounts of personal data, 

including consumer preferences, browsing behaviors, purchase history, and social media interactions. 

This data is essential for AI systems to generate accurate predictions and create tailored marketing 

strategies. However, the increasing use of such personal information raises concerns regarding data 

security and how companies handle this sensitive information. Many consumers are careful in sharing 

their data, particularly in light of high-profile data breaches and scandals involving the misuse of 

personal information [9]. 

A key challenge that businesses face when using AI for personalization is ensuring compliance with 

data protection regulations. Laws such as the General Data Protection Regulation (GDPR) in the 

European Union set strict guidelines for how personal data should be collected, processed, and stored. 

Compliance with data protection regulations, such as the General Data Protection Regulation (GDPR), 

is essential. Companies must ensure transparency in data collection and allow users to opt out of AI-

driven personalization if desired. Misuse of data can result in legal penalties and damage brand trust. A 

perceived lack of transparency in data practices can lead to a loss of trust, which can, in turn, impact 

brand loyalty and customer retention [10].  
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In addition, while personalization is designed to provide more relevant and helpful experiences for 

consumers, it can sometimes cross a line into manipulation. AI systems have the ability to predict 

consumer behavior with increasing accuracy, often anticipating needs before the consumer is even 

aware of them. While this can improve customer satisfaction in many cases, it also raises ethical 

questions about how much influence companies should have over consumer choices [11]. 

However, despite these challenges, the future of personalization in digital marketing with AI holds 

large potential, driven by continuous advancements in technology. One of the most promising 

developments in this field is the rise of hyper-personalization which relies on AI to analyze behavioral 

data in real time, allowing brands to deliver highly customized experiences instantly. This level of 

personalization not only increases the likelihood of conversion but also strengthens the relationship 

between the brand and the consumer, as it demonstrates a deep understanding of individual needs and 

preferences [12]. The integration of AI with other emerging technologies such as augmented reality 

(AR) and virtual reality (VR) also opens up new possibilities for personalized marketing. These 

immersive technologies enable brands to create highly interactive and engaging experiences that are 

tailored to individual users [13]. 

AI-driven tools are becoming increasingly sophisticated, allowing for more natural and personalized 

interactions with customers. Chatbots, for example, can engage in real-time conversations with users, 

offering personalized product recommendations, answering queries, and guiding users through the 

purchasing process. As these tools become more advanced, they can learn from past interactions to 

provide even more relevant and helpful responses, making the customer experience smoother and more 

enjoyable [14]. Virtual assistants like Amazon’s Alexa and Google Assistant are also playing a growing 

role in personalized marketing, as they can use AI to recommend products, services, or content based 

on the user’s preferences and voice search history. As AI becomes better at understanding and 

interpreting human behavior, marketing strategies will likely become even more personalized, offering 

unique experiences tailored to the specific wants and needs of each individual consumer.  

4. Theoretical model for improving AI personalization in digital marketing 

To develop a theoretical model for improving AI personalization in digital marketing, three main 

elements can be identified. These elements represent the core components of the AI-personalization 

interaction in marketing. Each element is supported by several sub-elements that describe specific 

aspects of how AI influences personalization strategies. These elements and their sub-elements are 

presented visually in Figure 1. The model illustrates the flow from data collection through AI-driven 

personalization efforts to improved consumer interaction. 
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Figure 1: Theoretical model for improving AI personalization in digital marketing 
 

The relationship between the sub-elements and the main elements in presented model is highly 

interconnected. Each sub-element plays a specific role within its main element, contributing to the 
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overall function of AI-driven personalization. The interaction between data collection and processing, 

content personalization, and customer interaction and engagement forms a cohesive system, where each 

sub-element influences the other to create a more personalized and effective marketing strategy. 

In the first main element, data collection and processing, the sub-elements such as user behavior 

tracking and data integration across platforms work together to provide a detailed picture of the 

consumer. User behavior tracking allows AI systems to capture key insights into what the consumer is 

doing online—whether browsing, clicking on specific links, or spending time on particular pages. This 

data is invaluable because it serves as the raw material for personalization. The more granular the data, 

the better AI can understand individual preferences. Data integration across platforms enhances this by 

combining information from various sources, such as social media interactions, search histories, and 

in-app behaviors. This unification ensures that the consumer profile is complete, preventing gaps in 

data that could hinder accurate personalization. Real-time data processing further strengthens the 

element by allowing AI to analyze and act on information as it is collected, leading to immediate 

adjustments in marketing strategies. Predictive analytics ties everything together by using past data to 

forecast future actions, enabling marketers to anticipate consumer needs and deliver personalized 

recommendations before the customer even expresses interest. 

The second main element, content personalization, relies heavily on the data provided by the first 

element. The relationship between data processing and content personalization is foundational to the 

success of AI-driven marketing strategies. Product recommendations, for instance, are directly 

influenced by the insights gained from user behavior tracking and predictive analytics. When AI 

identifies patterns in consumer behavior, it can suggest products that align with individual preferences, 

leading to higher chances of engagement and purchase. Dynamic content delivery, another sub-element, 

benefits from real-time data processing, as AI can alter the content displayed on a website or ad in 

response to real-time user behavior. For example, if a user shows interest in a specific product, AI can 

immediately adjust the content to promote similar items, ensuring a relevant and engaging experience. 

Targeted advertising is similarly influenced by the data collection processes. AI uses information about 

consumer segments and preferences to deliver ads that are more likely to resonate with specific users. 

This prevents irrelevant ads from being shown, reducing ad fatigue and increasing the effectiveness of 

marketing campaigns. Customized email marketing also builds on the insights provided through data 

integration and segmentation, ensuring that each email sent is uniquely tailored to the recipient’s 

interests and behaviors, increasing the likelihood of conversion. 

The third main element, customer interaction and engagement, is where the influence of AI becomes 

most visible to the consumer. The success of AI-driven chatbots and virtual assistants, for example, is 

contingent upon accurate data collection and processing. Chatbots rely on historical customer data to 

provide personalized responses, helping to create a seamless interaction. They can answer questions 

based on previous purchases or guide the customer through the buying process by using predictive 

analytics to recommend the next steps. Voice search optimization, another key sub-element, is closely 

tied to user behavior tracking and data integration. When a user performs a voice search, AI draws on 

past interactions and behaviors to deliver results that are more personalized and relevant. This improves 

the user experience, making the customer feel understood and valued. Customer segmentation, which 

is facilitated by AI’s ability to analyze vast amounts of data, plays a significant role in determining how 

brands interact with different segments of their audience. Accurate segmentation ensures that the right 

message is delivered to the right audience, enhancing engagement by targeting consumers with content 

that speaks directly to their needs and preferences. Finally, hyper-personalized campaigns bring all 

these sub-elements together, leveraging real-time data processing, predictive analytics, and dynamic 

content delivery to create marketing messages that are uniquely tailored to each individual at the exact 

moment they are most likely to engage. 

The flow of influence between these sub-elements and main elements is circular and continuous. 

Data collection and processing inform content personalization, which in turn enhances customer 

interaction and engagement. Customer responses to these personalized interactions feed back into the 

data collection process, allowing AI to refine and improve future personalization strategies. Each 

component relies on the other, forming a comprehensive system that leverages AI’s ability to analyze, 

predict, and act on consumer data, ultimately resulting in more efficient and effective digital marketing 

strategies. 
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5. Suggestions and guidelines 

Based on analyzed theory and presented model, the following guidelines and recommendations are 

provided: 

 Implement ethical guidelines for AI usage in marketing - Governments and industry bodies should 

establish clear ethical frameworks to guide AI use, ensuring transparency, fairness, and 

accountability in marketing practices. These guidelines should address issues like consumer data 

privacy, consent, and minimizing biases in AI-driven personalization efforts. 

 Promote consumer transparency and trust through data privacy policies - Businesses should make 

data collection practices transparent by informing consumers how their data will be used in AI-

driven personalization. Offering clear opt-in and opt-out options can build trust, enhance brand 

reputation, and improve customer relationships. 

 Adopt real-time data processing for hyper-personalized marketing - Enterprises should invest in 

AI-driven tools that analyze consumer behavior in real-time, allowing for more dynamic and 

contextually relevant marketing campaigns. This approach can improve engagement and conversion 

rates, as consumers receive personalized offers at the right time and context. 

 Use predictive analytics to anticipate market trends and customer needs - Enterprises should 

harness AI’s predictive capabilities to analyze data trends and forecast future consumer preferences 

and market shifts. This allows businesses to stay ahead of competitors, innovate more effectively, 

and deliver more relevant marketing strategies tailored to evolving demands. 

 Develop AI-driven customer service tools for better engagement - Enterprises should implement 

AI-powered chatbots, virtual assistants, and personalized messaging systems to enhance customer 

service and improve engagement. These tools can offer real-time assistance and customized 

solutions, leading to more positive customer experiences. 

6. Conclusion 

The integration of artificial intelligence into digital marketing has significantly transformed how 

businesses approach personalization strategies. AI's ability to collect, process, and analyze vast amounts 

of consumer data in real-time allows marketers to deliver highly tailored content and experiences that 

resonate with individual users. This capability has enhanced customer engagement, improved 

conversion rates, and strengthened brand loyalty by creating more relevant and personalized 

interactions. The rise of AI in marketing has also introduced efficiencies in processes such as customer 

segmentation, ad targeting, and content recommendations, making marketing campaigns more precise 

and dynamic. However, the increasing reliance on AI for personalization presents challenges related to 

data privacy, ethical considerations, and algorithmic biases. As AI systems become more sophisticated, 

concerns over how personal data is collected, used, and protected have grown, prompting the need for 

stricter regulatory frameworks and transparency from businesses. Ethical concerns, such as the potential 

for manipulation in hyper-personalized marketing and biases in AI algorithms, require careful attention 

from enterprises to ensure that AI is used responsibly. Maintaining a balance between leveraging AI's 

capabilities and respecting consumer privacy and autonomy is crucial for the sustainable growth of AI-

driven marketing strategies. Looking to the future, AI's role in digital marketing will continue to evolve 

as emerging technologies such as augmented reality, virtual reality, and voice-activated tools are 

integrated into personalized marketing campaigns. These innovations will provide even more 

immersive and interactive experiences for consumers, enhancing engagement and further refining 

personalization efforts. At the same time, governments, enterprises, and individuals must collaborate to 

develop ethical guidelines, invest in education and skills development, and ensure that AI is used in a 

way that benefits both businesses and consumers. The continued advancement of AI in marketing holds 

immense potential, but it also requires a commitment to ethical practices and responsible data 

management to fully realize its benefits. 
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Abstract: 
This paper explo!res the concept of algorithmic management within the context of the platform 
economy, focusing particularly on the roles that algorithmic management plays in platform-
based businesses. By examining how algorithms manage tasks, monitor worker performance, 
and regulate behavior, the paper provides a comprehensive analysis of the complexity of 
managerial functions traditionally performed by humans. Ultimately, the analysis aims to 
clarify the implications of algorithmic systems for both platforms and workers, contributing to 
a deeper understanding of their influence on labor practices and economic organization. 
 
Keywords: 
Algorithmic management, platform economy, algorithms, digital technology. 

1. Introduction 

The intensive use of contemporary digital technologies in various economic activities, along with 
operations based on vast amounts of data, has led to the relatively new concept of algorithmic 
management. Although this concept predominantly focuses on the algorithms themselves and the data 
that feed them, rather than on the medium or space used for coordination [1], a comprehensive analysis 
inevitably requires consideration of this secondary aspect as well. In this regard, Sara Baiocco and her 
colleagues particularly emphasize the importance of examining the concept of algorithmic management 
“in the context of the impact of the digital revolution on work and employment” [1]. 

Namely, based on Eurofound’s [2] argument that the digital revolution affects work and employment 
through three vectors of change - automation, digitization, and platformisation - Baiocco and her 
colleagues observe that although algorithmic management is linked to all three vectors, it is particularly 
associated with the last one, platformisation [1]. They explain this by noting that the concept of 
platformisation “is the closest to algorithmic management,” stating that “in all digital platforms… there 
will be some algorithmic management embedded” and that “in most instances of algorithmic 
management, there will be some type of digital platform” [1]. 

Accordingly, the aim of this paper is to contribute to clarifying the nature of the relationship between 
digital platforms and algorithmic management, primarily through an analysis of the roles of algorithmic 
management within these platforms. To achieve this aim, the paper is structured with an Introduction 
and Conclusion, as well as sections analyzing the context of the platform economy (The Platform 
Economy Context), the concept of algorithmic management (The Concept of Algorithmic 
Management), and the main roles that algorithmic management performs within the platform economy 
(The Roles of Algorithmic Management). 

2. The Platform Economy Context 

The increasing development of digital-driven technologies (Internet, cloud computing, big data, 
Internet of Things, etc.) over the last few decades has accelerated the emergence of a new form of 
economic system supported by digital platforms and online marketplaces, known as the platform 
economy [3]. 
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Eurofound refers to platforms as “new forms of economic organization” [2] and defines them as 
“digital networks that coordinate transactions in an algorithmic way” [2]. Two key elements of this 
definition, and thus of platforms, can be identified. Firstly, the networks, as structured digital ‘spaces’ 
where goods or services can be offered or requested, systematically collect, organize, and store large 
amounts of data about platform users and their transactions. Secondly, a set of algorithms within the 
platforms align and coordinate transactions in an automated way [2]. 

Similarly, Sara Baiocco and her colleagues describe platforms as providing “digital environments 
for all kinds of interactions,” representing “spaces where vast amounts of data can be collected from 
several sources (websites, internet-based devices such as mobile phones, and so on), as well as from 
users such as workers, clients, and customers using trackers and other digital tools” [1]. 

Analyzing the key characteristics of platforms, Peter C. Evans and Annabelle Gawer particularly 
emphasize two closely related aspects. One highlights the presence of network effects within platforms, 
while the other underscores their digital nature [4]. Regarding the first aspect, Evans and Gawer assert 
that “network effects are prevalent in platforms” and that platforms become more valuable and attractive 
to potential new users as more people use them. On the other hand, the digital nature of platforms 
signifies that platforms “capture, transmit, and monetize data, including personal data, over the 
Internet... and have a software engine at their heart” [4]. 

David Stark and Ivana Pais point out that the nature of relationships involving platforms is three-
sided, encompassing platform owners, providers (those who offer services or products), and 
users/consumers (those who utilize these services or products) [5]. Within this relationship, one of the 
key challenges is managing the various activities on the platform. Stark and Pais see the solution to this 
challenge in algorithmic management [5]. 

3. The Concept of Algorithmic Management 

Algorithmic management, also known as “management-by-algorithm” [6], has emerged as a 
defining characteristic of the platform economy [7]. Min Kyung Lee and his colleagues [8] were among 
the first to define algorithmic management, describing it as “software algorithms that assume 
managerial functions and the institutional devices that support these algorithms in practice” [8]. Alex 
J. Wood defines it as “the use of software algorithms to automate organizational functions traditionally 
carried out by human managers” [9]. Mohammad Hosssein Jarrahi and his colleagues provide a more 
concise definition, describing algorithmic management as “the delegation of managerial functions to 
algorithms” [6]. Essentially, algorithmic management is a management approach primarily associated 
with platform-based businesses [9, 6]. 

In the context of the platform economy, Mareike Möhlmann and her colleagues define algorithmic 
management as “the large-scale collection and use of data on a platform to develop and improve 
learning algorithms that carry out coordination and control functions traditionally performed by 
managers” [10]. Möhlmann et al. highlight two key dimensions of algorithmic management in online 
platforms: matching and control [10]. For instance, Alexander Benlian and his colleagues illustrate 
these dimensions using the digital platform Uber. Uber employs AI-based algorithms to match drivers 
with customers and to control (i.e., direct, evaluate, and reward/sanction) drivers’ work behaviors [7]. 

Matching, a dimension of algorithmic management that facilitates the alignment of suppliers and 
consumers through algorithms or the synchronization of supply and demand on a digital platform, is 
also highlighted by Sara Baiocco and her colleagues [1]. The second dimension suggested by Baiocco 
et al. is coordination, which involves managing all activities to achieve the platform’s objectives [1]. 
According to Baiocco et al., through matching and coordination, algorithmic management performs 
functions typically handled by human managers in traditional organizations, such as planning, 
organizing, leading, and controlling [compare with: 1]. It is important to note that, in digital platforms, 
planning remains at least partially assisted by algorithms, as key strategic business decisions are still 
largely made by human managers [1]. 
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4. The Roles of Algorithmic Management 

It is evident that algorithmic management systems have become increasingly complex, incorporating 
various functions to oversee and direct workers as well as activities within organization. Alexandra 
Mateescu and Aiha Nguyen identify five key aspects of algorithmic management, which are 
summarized as follows [11]: 

• Prolific data collection and surveillance (technology enables extensive monitoring of workers); 
• Real-time responsiveness (data informs immediate management decisions); 
• Automated or semi-automated decision-making (decisions are often made with minimal human 

intervention); 
• Performance evaluations (metrics and rating systems are used to assess worker performance); 
• Behavioral incentives (“nudges” and penalties are employed to influence worker behavior). 
 
Analyzing the use of algorithmic management practices across various work environments, Alex J. 

Wood particularly emphasizes its role in [9]: 
• Algorithmic direction (determining tasks, order, and timing); 
• Algorithmic evaluation (using reputational systems to rank workers); 
• Algorithmic discipline (implementing mechanisms of punishment and reward to ensure 

compliance). 
 
Algorithmic direction of workers. Algorithmic management involves the automatic allocation of 

tasks to workers through handheld devices, smartphones, and computers. For example, Wood highlights 
ride-hail drivers in the U.S. (Uber, Lyft) who, once they activate their smartphone app, receive trip 
requests with a 15-second window to accept. If they accept, the app provides the passenger’s location 
via a map display. The limited time given by the algorithm to reject a request effectively forces drivers 
to accept the assigned work. Additionally, the app (or algorithm) directs the drivers on the most efficient 
route to reach the customer’s destination [9]. 

Algorithmic evaluation of workers. Using the example of ride-hail drivers in the U.S., whose 
practices have been studied by certain researchers [8, 12], Wood explains this function of algorithmic 
management. According to Wood, passengers rate drivers on a scale of one to five stars, and drivers 
receive weekly performance metrics via an app on their smartphone. These apps also collect 
personalized data on braking and acceleration speeds to further assess driving performance. 
Additionally, the algorithm can recommend that drivers exhibiting erratic behavior take a break [9]. 

Algorithmic discipline of workers. Studies [8, 12] on the ride-hailing platforms Uber and Lyft in the 
U.S., as cited by Wood [9], reveal that drivers with low customer ratings are automatically deactivated 
from the platforms, preventing them from continuing to work. If a driver receives a poor rating or is 
deactivated due to low ratings, they have the option to contact Uber to request a review of the rating or 
the deactivation decision. In some cities, drivers can also choose to complete a “quality improvement 
course” at their own expense to regain access to the platform [9]. 

By concentrating on the practice of algorithmic management within selected digital labor platforms 
(including online freelancing, microtasking, competitive programming, and location-based taxi and 
delivery services), Sara Baiocco and her colleagues highlight the following key functions of algorithmic 
management [1]: 

• Algorithmic planning and strategizing; 
• Algorithmic allocation of work and direction; 
• Algorithmic control and monitoring of workers. 
 
Although planning and strategizing functions on digital platforms are predominantly managed by 

humans, algorithms are at least partially employed on certain ride-hailing and delivery platforms. In 
these cases, the real-time data generated by drivers provides a significant competitive advantage, 
enabling platforms to optimize their pricing strategies. By analyzing fluctuations in demand and supply 
during peak hours, as well as traffic patterns, these platforms can utilize algorithms to adjust prices 
instantaneously, a practice commonly referred to as “surge pricing” [1]. 
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The situation differs significantly for managerial tasks such as work allocation and direction, which 
are primarily executed without human intervention, primarily due to the data collected by specific 
platforms. For example, taxi platforms utilize this data to match customers requesting rides at particular 
locations with drivers within minutes. The algorithm assigns tasks to drivers based on factors such as 
estimated time of arrival, customer ratings, and the driver’s history of ride cancellations or acceptances. 
Drivers typically have 15 to 40 seconds to decide whether to accept or decline a ride, based on limited 
information about the passenger’s destination, which complicates the assessment of the ride’s 
profitability. Additionally, platforms use tracked data to determine and suggest optimal routes for 
drivers, aiming to minimize service time by considering real-time traffic conditions via GPS data [1].  

Digital labor platforms also facilitate continuous control and monitoring of workers [13]. Baiocco 
and her colleagues illustrate this aspect of algorithmic management using an example from freelance 
platforms. They explain that these platforms offer clients a range of tools for communication, 
management, and ongoing monitoring of work progress. Workers are often required to meet specific 
software and hardware requirements outlined in the platform’s terms of service. For instance, Upwork 
provides hourly contract workers with a “work diary” feature that, when activated, records the number 
of hours worked, keystrokes made, and captures random screenshots (six times per hour) during project 
tasks. This data is accessible to clients, allowing them to monitor worker activity, track working hours, 
and oversee progress in real time [1]. 

5. Conclusions 

Algorithmic management has fundamentally reshaped the platform economy, driving changes in 
how work is organized and managed. While these systems offer platforms efficiency through automated 
decision-making and real-time monitoring, they also raise critical concerns around fairness, worker 
autonomy, and transparency. Platforms, by relying on algorithms to direct and evaluate workers, have 
created a system where human oversight is often minimized, leading to new challenges in ensuring 
accountability. As algorithmic management continues to evolve, it becomes increasingly important to 
address the ethical implications and to consider ways of incorporating human judgment alongside 
algorithmic processes to create more balanced, equitable systems for workers. 

Some limitations of this paper include its focus on a selected group of platform-based industries, 
which may limit the generalizability of the findings to other sectors. Additionally, the rapidly changing 
nature of digital platforms and the continuous evolution of algorithmic technologies may make some 
observations temporary or context-specific. 

Despite these limitations, the paper offers several benefits for academic researchers and experts in 
the economy. It provides a comprehensive framework for understanding the mechanisms of algorithmic 
management and its impact on labor practices, contributing to a deeper analysis of digital economies 
and managerial automation. For practitioners, it highlights the operational advantages and challenges 
posed by algorithms, which can influence future strategies for managing platform-based workforces. 

Possible further research directions could explore the long-term effects of algorithmic management 
on worker well-being, particularly in relation to psychological and social factors. Additionally, 
comparative studies across different platforms and industries would provide valuable insights into how 
algorithmic management functions in various contexts as well as its broader societal implications. 
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Abstract: 
In this study, we developed a Python-based application to process and analyze soil moisture 
and air temperature sensor data. Utilizing Python's powerful libraries – Pandas, Matplotlib, 
Seaborn, Statsmodels, and Tabulate – we efficiently handled large datasets, created informative 
visualizations, and conducted rigorous statistical analyses. The application involved loading 
sensor data, preprocessing it to handle missing values and data type conversions, and then 
generating various plots to visualize relationships between air temperature and soil moisture. 
Specifically, scatter and regression plots were produced to illustrate correlations and trends. 
Statistical analysis using Statsmodels provided insights into the significance and strength of 
these relationships through Ordinary Least Squares (OLS) regression, with p-values and R-
squared metrics reported. The results were systematically summarized and formatted using 
Tabulate for clear reporting. The application demonstrated that the relationships between air 
temperature and soil moisture varied across different quarterly periods, with interpretations of 
correlation strength and model variance provided. This approach highlights Python's versatility 
and effectiveness in handling, visualizing, and analyzing sensor data, making it an excellent 
choice for developing robust data processing applications. 
 
Keywords: 
sensor, air temperature, soil moisture, regression, python 

1. Introduction 

Understanding the intricate dynamics between soil moisture and air temperature is vital for effective 
agricultural management and environmental monitoring, especially in the context of climate variability. 
Recent research [1] highlights a hypersensitive relationship between soil moisture and air temperature, 
identifying a critical threshold known as the soil moisture breakpoint (SMbp), which occurs just above 
the permanent wilting point (WP). This sensitivity arises from declining latent heat flux as soil moisture 
decreases, significantly impacting temperature responses, emphasizing the need for climate models to 
accurately represent these interactions for improved predictions of extreme temperature events. Another 
research [2] has highlighted the significant impact of soil moisture updates on temperature forecasting 
within atmospheric cycling. A study conducted during May 2019 demonstrated that varying soil 
moisture analyses led to considerable discrepancies in temperature predictions, particularly in the lower 
troposphere. These findings emphasize that neglecting soil moisture updates can result in a warm bias 
in forecasts, while systematic updates can improve prediction accuracy, underscoring the necessity of 
accurate soil moisture data for effective weather forecasting. A paper [3] discusses the impact of soil 
moisture on climate variability, focusing on its role in the Earth system and feedback mechanisms. It 
highlights the importance of accurately representing soil moisture in climate models to improve 
predictions of weather patterns and climate extremes. The authors emphasize the need for enhanced 
observational data and modeling techniques to better understand soil moisture dynamics and their 
influence on atmospheric processes. 
As part of the international IPA cross-border cooperation program between Hungary and Serbia, known 
as “Water Shortage Hazard and Adaptive Water Management Strategies in the Hungarian-Serbian 
Cross-Border Region,” a remote monitoring system was developed. This innovative system employs a 
wireless sensor network specifically designed for agriculture and environmental monitoring, facilitating 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

132

mailto:milenapocuca@uns.ac.rs
mailto:srdjanpopov@uns.ac.rs
mailto:srdjanpopov@uns.ac.rs
mailto:tanjanovakovic@uns.ac.rs


the continuous assessment of critical drought parameters, including soil moisture and meteorological 
data. 

The system comprises several independent monitoring stations strategically located across various 
terrains in the Bačka region of the Autonomous Province of Vojvodina, Republic of Serbia. Each station 
is equipped with a suite of digital sensors that capture vital environmental metrics: soil moisture, air 
temperature, humidity, wind direction and speed, and precipitation. Notably, six analog sensors measure 
soil moisture at three different depths, providing comprehensive insights into water retention and usage 
in diverse soil. The temperature sensors operate within a broad range from -40°C to +65°C, while wind 
sensors can accurately measure speeds up to 60 m/s. Rain gauges are incorporated to monitor 
precipitation, capable of measuring up to 1000 mm. 

Data collected by the stations are transmitted wirelessly to a remote base station, which aggregates 
the information and forwards it to a centralized server. This real-time data transmission via mobile 
networks allows users to access current conditions and download datasets through a web application or 
smartphone app. The application not only presents graphical representations of monitored parameters 
but also offers data in multiple formats (XML, CSV, XLS) for further spatial and statistical analysis. 

The establishment of this comprehensive database serves as a foundation for predicting future 
adverse events related to climate risks, providing a crucial resource for enhancing agricultural 
resilience. By leveraging soil moisture sensors, the system aims to improve understanding of water 
depletion rates across different soil types, thereby promoting more efficient irrigation practices.  

In this paper, we present a Python-based application developed to process and analyze the sensor 
data, revealing trends and relationships between soil moisture and air temperature over quarterly 
periods. Through the utilization of Python's powerful libraries for data handling, visualization, and 
statistical analysis, this study elucidates the complexities of these interactions and underscores the 
potential of advanced data processing solutions in environmental monitoring. 

2. Technology 

In today’s technological landscape, selecting the right tools for developing an app that processes soil 
moisture and air temperature sensor data can be challenging. Our optimal choice for this task was 
Pyhton with its libraries matplotlib, pandas and seaborn. R programming language is known for 
statistical analysis and visualization with ggplot2 [4] and is strong but less flexible for integration 
compared to Python. Pyhton stands out for developing applications that manage sensor data due to its 
comprehensive libraries.  

Pandas offers DataFrames, which are flexible and efficient structures for handling large volumes of 
sensor data. Its features include: 

• Data cleaning – Functions for handling missing values, filtering data and transforming [5] 
datasets,  
• Data aggregation – Grouping and aggregating data for summarization and analysis, 
• Time series analysis – Built-in support for time series data, crucial for sensor readings over [5] 
time. 
Matplotlib is a foundational library for creating static, animatic, and interactive plots in Pyhton. Its 

advantages include: 
• Customizability – Detailed control over plot aesthetics and functionalities [6], 
• Integration – Seamless integration with Pandas DataFrame and other scientific libraries, 
• Versatility – Ability to create a wide range of plot including line graphs, scatter plots, 

histograms, and more [6]. 
Seaborn builds on Matplotlib and provides a higher-level interface for creating aesthetically pleasing 

statistical graphics. Its strengths include: 
• Ease of use – Simplifies the creation of complex visualizations with minimal code [7], 
• Built-in themes – Provides attractive default themes and color palettes, 
• Statistical plotting – Functions for visualizing statistical relationships, which are beneficial 

for analyzing sensor data [7] trends. 
Statsmodels is another crucial library used in this application, offering comprehensive tools for 

statistical modeling and hypothesis testing. Its role in the code includes: 
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• Regression analysis - Performing Ordinary Least Squares (OLS) regression to model the 
relationship between air temperature and soil moisture. This involves fitting a regression model, 
extracting p-values, and calculating R-squared metrics to evaluate the model's performance [8], 

• Statistical Significant Testing - Providing p-values to assess the significance of predictors, 
which helps in understanding the impact of air temperature on soil moisture [8]. 

Tabulate is used for generating formatted text tables. It is employed in the code to create a well-
organized summary table of the regression analysis results, making the report more readable [9]. 

Python’s combination of Pandas, Matplotlib, Seaborn, Statsmodels and Tabulate offers a 
comprehensive suite for developing an application that processes and visualizes sensor data. Pandas 
provides robust data manipulation capabilities, Matplotlib and Seaborn enhance the visual presentation 
of data, and Statsmodels delivers powerful statistical analysis tools. 

For an application focused on soil moisture and air temperature sensor data, Python’s [10] ecosystem 
not only facilitates efficient data handling but also allows for sophisticated and visually appealing data 
presentation. This combination makes Python, along with its data science libraries, the most suitable 
choice for developing a powerful and user-friendly sensor data processing application.  

3. Data processing 

The dataset is obtained from the sensor measurements file in a CSV format. Sensor values were 
recorded from June 1, 2014, to April 14, 2020. The file consists of 11 sensors, of which two are the 
significant ones – SM1, the soil moisture sensor and AT1 – the air temperature sensor. The data was 
loaded into a Pandas DataFrame with ; as the delimiter. Unnecessary columns were removed to 
streamline the analysis. Specifically, the Uredjaj column which did not contribute to the analysis was 
dropped. The Vrednost column, representing the sensor readings, was converted from a string format 
to a float. This involved replacing commas with periods to adhere to the standard decimal notation. The 
Vreme column containing timestamp information, was converted to a datetime format to facilitate time-
based operations. The dataset was filtered to include only relevant sensor readings, specifically those 
with ID vrednosti values SM1(soil moisture) and AT1(air temperature). A pivot table was created with 
Vreme as the index and ID vrednosti as columns. This transformation resulted in a DataFrame with 
columns for soil moisture and air temperature, indexed by time. The data was resampled quarterly using 
the resample(‘QE’) function to analyze the seasonal trends and patterns. 

Scatter plots and regression plots were generated for each quarter to visualize the relationship 
between soil moisture and air temperature.  

Correlation coefficients and regression models were computed to assess the strength and nature of 
the relationships. 

4. Results 

Scatter plots illustrated the relationship between air temperature and soil moisture for each quarter. 
Each plot visualized data points with air temperature on the x-axis and soil moisture on the y-axis. 

Regression plots included fitted regression lines to show the trend between air temperature and soil 
moisture. The lines were computed using Ordinary Least Squares (OLS) regression, and the plots were 
visually inspected for any discernible patterns or trends. 

The correlation coefficient for each quarter was calculated to measure the strength and direction of 
the linear relationship between air temperature and soil moisture. The values ranged from strong 
negative correlations to weak or negligible correlations, depending on the quarter.  

For each quarter, an OLS regression model was fitted to predict soil moisture based on air 
temperature. The regression results were summarized and key metrics such as R-squared, adjusted R-
squared and coefficients. 

At the end of the analysis, the following counts were recorded across all quarters: 
1. Correlation Types: 

• Weak correlation: 10 
• Moderate correlation: 8  
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• Strong correlation: 6 
2. Variance amount in the dependent variable: 

• Very low: 12 (R-squared < 0.1) 
• Moderate: 12 (0.2<= R-squared < 0.5) 
• High: 0 (R-squared >= 0.5) 

3. Statistical significance of predictor variable (air temperature): 
• Significant: 21 (p-value < 0.05) 
• Not significant: 3 (p-value >= 0.05). 

The detailed results, including quarterly analysis, regression summaries, and interpretations, are 
summarized in the following table (Table 1). 
 
Table 1: 
Report summary 

Quarter Correlation 
coefficient 

R-
squared 

P-value 
(const) 

P-value 
(temp) Interpretation 

Q2_2014 -0.06 0 0 0.01 Weak correlation; Very low; Significant 

Q3_2014 0.37 0.14 0 0 Moderate correlation; Moderate; 
Significant 

Q4_2014 -0.03 0 0 0.158 Weak correlation; Very low; Not 
significant 

Q1_2015 -0.54 0.29 0 0 Strong correlation; Moderate; Significant 
Q2_2015 -0.18 0.03 0 0 Weak correlation; Very low; Significant 

Q3_2015 -0.46 0.21 0 0 Moderate correlation; Moderate; 
Significant 

Q4_2015 0.34 0.12 0 0 Moderate correlation; Moderate; 
Significant 

Q1_2016 -0.43 0.18 0 0 Moderate correlation; Moderate; 
Significant 

Q2_2016 0.04 0 0 0.055 Weak correlation; Very low; Not 
significant 

Q3_2016 -0.52 0.27 0 0 Strong correlation; Moderate; Significant 

Q4_2016 0.5 0.25 0 0 Moderate correlation; Moderate; 
Significant 

Q1_2017 -0.17 0.03 0 0 Weak correlation; Very low; Significant 

Q2_2017 -0.04 0 0 0.089 Weak correlation; Very low; Not 
significant 

Q3_2017 -0.58 0.34 0 0 Strong correlation; Moderate; Significant 
Q4_2017 -0.18 0.03 0 0 Weak correlation; Very low; Significant 
Q1_2018 -0.57 0.32 0 0 Strong correlation; Moderate; Significant 
Q2_2018 -0.05 0 0 0.024 Weak correlation; Very low; Significant 
Q3_2018 0.63 0.4 0 0 Strong correlation; Moderate; Significant 
Q4_2018 0.14 0.02 0 0 Weak correlation; Very low; Significant 

Q1_2019 0.2 0.04 0 0 Moderate correlation; Very low; 
Significant 

Q2_2019 -0.23 0.05 0 0 Moderate correlation; Very low; 
Significant 

Q3_2019 0.15 0.02 0 0 Weak correlation; Very low; Significant 

Q4_2019 0.34 0.11 0.242 0 Moderate correlation; Moderate; 
Significant 

Q1_2020 0.66 0.43 0.32 0 Strong correlation; Moderate; Significant 
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4.1. Example interpretation 

 
Figure 1: Scatter plot for Q1_2020 
 

This scatter plot displays the relationship between air temperature and soil moisture. Data points 
were plotted with air temperature on the x-axis and soil moisture on the y-axis, showing a noticeable 
trend. 

 
Figure 2: Regression plot for Q1_2020 
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The regression plot includes a fitted line from an Ordinary Least Squares (OLS) regression model. 
This line illustrates the relationship between air temperature and soil moisture for the quarter. 
 

 
Figure 3: Regression summary for Q1_2020 
 

 
Figure 4: Regression interpretation for Q1_2020 
 

The correlation coefficient for Q1_2020 is 0.657 which indicates a strong positive correlation 
between air temperature and soil moisture, suggesting that as the air temperature increases, the soil 
moisture increases as well. 

R-squared value is 0.431 which indicates that approximately 43.1% of the variance in the soil 
moisture can be explained by air temperature. This suggests a moderate level of explanation of the 
variability in soil moisture by air temperature.  

Adjusted R-squared is 0.407 which is slightly lower than R-squared, accounts for the number of 
predictors in the model. This value indicated that the model still explains a significant proportion of the 
variance, even after adjusting for the number of observations. 
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P-value for constant term is 0.3197 and it is greater than the conventional significance level (0.05), 
indicating that the constant is not significant in predicting soil moisture. 

P-value for air temperature is 0.0004, which is much less than 0.05, suggesting air temperature is a 
statistically significant predictor of soil moisture. The low p-value indicates strong evidence against the 
null hypothesis that the coefficient for air temperature is zero. 

Constant term coefficient is 10.7423. It represents the intercept of the regression line. It is not 
statistically significant, implying that its impact on soil moisture is not substantial in this model. 

The coefficient for air temperature is 3.3213 which indicates that for each one-unit increase in air 
temperature, soil moisture increases by approximately 3.3213 units. 

The regression model shows that air temperature has a statistically significant effect on soil moisture 
for Q1_2020. The moderate R-squared value indicates that while air temperature explains a meaningful 
portion of the variance, other factors may also be at play. 

It should also be pointed out that results for other quarters significantly vary. There are quarters in 
which the model explains a very little of the variance in the dependent variable, but the air temperature 
is statistically significant which is illustrated in Table 1. 

5. Conclusion 

This study examined the relationship between air temperature and soil moisture over various 
quarters, providing insights into how air temperature influences soil moisture levels. The analysis 
involved regression modeling and correlation assessment, summarized in a detailed table and 
comprehensive interpretation. 

The analysis of air temperature and soil moisture reveals a complex relationship with significant 
variability across different quarters. The correlation between air temperature and soil moisture was 
categorized into weak, moderate, and strong, with a notable number of quarters exhibiting moderate to 
strong correlations. Specifically, air temperature showed a strong correlation with soil moisture in 6 
quarters, indicating that temperature is a robust predictor in these instances. 

The regression models demonstrated that air temperature explains a moderate amount of the variance 
in soil moisture, with 12 quarters showing moderate variance explanation and 12 quarters with very low 
variance explanation. This variability highlights that while air temperature is a significant factor, it is 
not the sole determinant of soil moisture levels. 

Statistical significance was observed in 21 quarters, underscoring the reliability of air temperature 
as a predictor in most cases. However, there were 3 quarters where the statistical significance was not 
achieved, indicating that other factors may influence soil moisture during these periods. 

Overall, the findings indicate that air temperature is a valuable predictor of soil moisture but that the 
strength of this relationship varies over time. Future research should consider additional variables such 
as precipitation and soil type and explore non-linear models to better capture the complexities of soil 
moisture dynamics. 
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Abstract: 
The paper focuses on concurrency and parallelism, two closely related concepts in computer 
architecture that deal with how tasks are executed simultaneously, though that they differ in 
their underlying mechanisms and objectives. Utilizing the class of Generalized Stochastic 
Petri Nets (GSPNs), this study proposes four distinct Petri Net-based models to capture the 
behavior and logic of all possible combinations of these two concepts with a single aim to 
clarify and explain them. Despite their straightforwardness, the resulting generic models can 
serve as blueprints that can be applied to simulate, design, optimize, and verify systems that 
rely on concurrency and parallelism, thereby enhancing both theoretical understanding and 
practical implementations of such systems. 
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1. Introduction 

The concepts of concurrency and parallelism have long histories in the development of computer 
science and computer architecture, since both concepts begun developing in the 1960s [1]. 
Concurrency was driven by the need for time-sharing and multiprogramming systems [2], while 
parallelism was advanced by the development of multi-threaded and multi-core processors [3]. Both 
paradigms have led to the development of distributed computing, supercomputers and high-
performance computing systems. 

In computer science, concurrency and parallelism refer to entirely distinct concepts, even though 
they are often used interchangeably. Rob Pike, one of the inventors of the Go programming language, 
in one of his excellent talks said: “Concurrency is about DEALING with lots of things at once. 
Parallelism is about DOING lots of things at once.” According to him, this distinction emphasizes 
that concurrency is more about the design or structure of a program, whilst parallelism is about the 
execution of programs, having minded that concurrency enables parallelism and makes it easy [4] [5]. 
Parallelism involves the use of multiple CPU cores, with each core executing a task independently. 
Conversely, concurrency allows a program to manage multiple tasks even on a single CPU core by 
switching between tasks (or threads) without necessarily completing each one before moving to the 
next. A program or system can exhibit characteristics of parallelism, concurrency, neither, or a 
combination of both [6]. 

A system is considered concurrent if it can handle multiple actions simultaneously or in progress at 
the same time [7], allowing computation to proceed without waiting for others to complete [8]. 
Concurrency enables a program to manage multiple tasks on a single CPU core by interleaving 
execution, switching between tasks without finishing each one before moving on. It involves 
structuring a program so tasks can progress without necessarily being executed at the same time, 
utilizing techniques like time-slicing. Concurrency is about handling many tasks at once and allows 
for components of a program or problem to be executed in any order, enhancing speed, particularly in 
multi-core systems [9]. Even on a single-core CPU, concurrency is achieved through rapid task 
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switching. It refers to the structure and scheduling of tasks, ensuring they can progress logically at the 
same time, regardless of actual simultaneous execution [10]. 

Parallelism refers to the simultaneous execution of multiple processes or threads, improving 
computational speed by utilizing multiple processors or CPU cores to work on different parts of a task 
[11]. It requires multicore or multithreaded CPUs to execute tasks or subtasks at the same time [12], 
and can occur at various levels, such as instruction-level and data-level parallelism [13]. A parallel 
system supports the execution of multiple actions simultaneously, with each core performing a task 
independently [7]. The essence of parallelism is about doing tasks simultaneously, requiring multiple 
CPU cores or processors. 

Despite their long history, concurrency and parallelism remain central to modern research and 
practice in computer science, particularly in computer architecture, due to ongoing challenges and 
evolving demands. These include the rise of multi-core processors, high-performance computing, 
scalability, energy efficiency, real-time systems, embedded and distributed system design, cloud 
computing, and new programming models for AI, machine learning, and deep learning systems. 

By revisiting those two paradigms, the aim of the paper is to clarify and emphasize their 
differences by proposing four generic, yet quite simple simulation models based on the utilization of 
the class of Generalized Stochastic Petri Nets (GSPNs). However, it is worth noting that beyond Petri 
Nets and their various extensions (e.g., Colored Petri Nets for modeling data-dependent concurrency, 
Timed Petri Nets for modeling real-time concurrent systems), various other formalisms, tools, and 
approaches have been developed to model concurrency and concurrent computing. These alternatives 
differ in their treatment of concurrency, synchronization, and inter-process communication. Among 
others, some of the most prominent alternatives include Process Calculi (Calculus of communicating 
systems, Communicating Sequential Processes − CSPs, π-calculus), the Actor Model, State Machines 
and Automata (Finite State Machines, Timed Automata), Programming Models (Thread-based 
Models, Message-Passing Models, and Dataflow Models), the Parallel Random-Access Machine 
(PRAM), Bulk Synchronous Parallel (BSP) model, as well as various software tools and 
programming languages, such as Simple Concurrent Object-Oriented Programming (SCOOP) and the 
programming languages Go (Golang) and Haskell. On the other hand, there are also alternative 
approaches that are used to model parallelism and parallel computing, which focus on representing, 
analyzing, and optimizing parallel tasks, communication, and execution in multi-core and distributed 
environments, such as Parallel Programming Models (Message Passing Interface – MPI, OpenMP, 
CUDA), Dataflow Models (Kahn Process Networks, Stream Processing), Graph-Based Models 
(Directed Acyclic Graphs – DAGs, Task Graphs in OpenCL), Formal Parallel Models (Parallel 
Random-Access Machine – PRAM, Bulk Synchronous Parallel (BSP) Model), and High-Level 
Parallel Languages and Libraries (Chapel, Cilk, Threading Building Blocks – TBBs). 

The structure of the paper is as follows: Section 2 offers a concise overview of the class of 
Generalized Stochastic Petri Nets (GSPNs). In Section 3, divided into four subsections, we detail the 
proposed GSPN-based models that integrate both concurrency and parallelism. Section 4 presents a 
discussion of the proposed solutions. Finally, the concluding section summarizes the key findings and 
provides recommendations for future research. 

2. Generalized Stochastic Petri Nets 

Petri Nets are a well-known mathematical and graphical modeling tool widely used to represent 
and analyze concurrent, distributed, and dynamic systems. Generalized Stochastic Petri Nets (GSPNs) 
are an advanced class of Petri Nets, representing an extension of the class of Stochastic Petri Nets 
(SPNs), designed to model systems that exhibit both deterministic and stochastic behaviors. Initially 
introduced by Ajmone Marsan in 1984, GSPNs significantly extend the capabilities of standard (i.e., 
non-timed) Petri Nets by incorporating timing information, thus enabling the analysis of performance, 
reliability, and availability of concurrent and distributed systems [14] [15] [16] [17]. 

Without any intention to elaborate on the building blocks, their graphical representation, and 
operational behavior behind GSPNs in a more detailed manner, we hereby simply present their formal 
definition.  

Formally, a GSPN is defined as a tuple G = (P, T, I, O, M0, λ), where: 
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• P is a finite set of places; 
• T = Timm  Ttimed is a set of transitions, with Timm denoting immediate transitions and Ttimed 
denoting timed transitions; 
• I and O represent the input and output functions, mapping places to transitions and vice versa; 
• M0 is the initial marking of the Petri Net, representing the starting state of the system; 
• λ: Ttimed → ℝ+ maps each timed transition to its associated firing rate.  
It is also worth noting that GSPNs can incorporate inhibitor arcs, which greatly enhance their basic 

functionality, despite not being included in the standard definition of GSPNs. 
The stochastic nature of GSPNs allows for performance analysis through the generation of 

continuous-time Markov chains (CTMCs). Each reachable marking (state) of the GSPN corresponds 
to a state in the CTMC, and the transitions between states are governed by the firing rates of the timed 
transitions. 

GSPNs are widely used in the modeling of complex systems, such as computer systems, computer 
components, communication networks, manufacturing systems, various operations, protocols, 
strategies, etc., where random events, probabilistic choices, and time delays are inherent. 

3. GSPN-based Models of Concurrency and Parallelism 

The following four subsections present and elaborate on the four possible combinations of 
concurrency and parallelism found in computer architectures. It is crucial to distinguish between 
concurrency and parallelism when determining the most effective approach for solving large-scale 
problems, even though these terms are often used interchangeably in practice. By focusing on how 
CPU cores manage tasks at the hardware level, the GSPN-based solutions provided here play a vital 
role in clarifying these two closely related yet fundamentally distinct paradigms. 

For simplicity reasons, it is assumed that there are at most two tasks per CPU core and there are at 
most two CPU cores in the system, which is an absolute minimum. Moreover, in the first two cases, 
both dealing with the concept of non-parallelism, there are just two tasks in the system, Task_A and 
Task_B. In the rest of the cases that deal with the parallelism of tasks, Task_C and Task_D are added 
and also taken into account. It is also supposed that each of these tasks is composed of arbitrary 
number of subtasks (M, N, P, and R), respectively, that can be processed independently by CPU cores. 
As usual, the arrival rate of subtasks in a CPU core is labeled with the Greek letter λ, whilst the 
service rate of CPU cores is labeled with the Greek letter μ. Both the arrival times of tasks in CPU 
cores and CPU cores’ service times are supposed to follow exponential distribution. 

All hereby presented GSPN-based models are built and verified using TimeNET 4.5, a dedicated 
software tool suitable for modeling, analysis, and performance evaluation of stochastic systems using 
extended Petri Nets, including the class of Generalized Stochastic Petri Nets (GSPNs). TimeNET 
provides a powerful development environment suitable for the simulation and formal analysis of 
systems that exhibit concurrency, synchronization, and random behavior, making it particularly useful 
for evaluating systems where timing and probabilistic events play a key role [18] [19] [20] [21]. 

3.1. Case #1: Non-concurrent, non-parallel tasks 

In this case, the system processes all tasks one at a time, sequentially (i.e., one after the other), by 
the means of a single CPU core (Figure 1). 
  

 
Figure 1: Non-concurrent and non-parallel execution of tasks (Source: The authors) 
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A single CPU core executes each task sequentially, so that Task_A finishes before Task_B begins. 
Task_A consists of M subtasks, i.e. tokens held in place P_task_A, while Task_B is comprised of N 
subtasks, i.e. tokens held in place P_task_B, as portrayed in Figure 2. The result of the execution of 
the GSPN model depicted in Figure 2 is equivalent to what is shown in Figure 1. 
 

 
Figure 2: GSPN model resembling Case #1 (Source: The authors) 

3.2. Case #2: Concurrent, non-parallel tasks 

This scenario occurs when the system handles multiple tasks simultaneously, but no two tasks are 
executed at the exact same time. A single CPU core processes Task_A and Task_B concurrently. In 
the GSPN model presented in Figure 3a, the CPU core can process multiple subtasks from either 
Task_A or Task_B, one after the other. Meanwhile, the model in Figure 3b enforces alternating 
processing, where the CPU must complete the current subtask from Task_A before proceeding with 
the next subtask from Task_B and vice-versa, as shown in Figure 4a and Figure 4b, respectively.  
 

 

 
  

(a) Non-alternating subtasks (b) Alternating subtasks 
Figure 3: GSPN model resembling Case #2 (Source: The authors) 
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(a) Non-alternating subtasks 

 

 
(b) Alternating subtasks 

Figure 4: Concurrent and non-parallel execution of tasks (Source: The authors) 

3.3. Case #3: Non-concurrent, parallel tasks 

In this case, the system processes multiple subtasks of a task in multi-core CPU at the same time. 
In this case, two CPU cores execute each task in parallel, as shown in Figure 5. The result of the 
execution of the GSPN model depicted in Figure 5 is equivalent to what is shown in Figure 6. 
 

 
Figure 5: GSPN model resembling Case #3 (Source: The authors) 
 

 
Figure 6: Non-concurrent and parallel execution of tasks (Source: The authors) 
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3.4. Case #4: Concurrent, parallel tasks 

This is the case when the system processes multiple tasks concurrently in a multi-core CPU at the 
same time. In this particular case, there are two CPU cores; each of them executes two tasks 
concurrently; Task_A and Task_B are processed concurrently by CPU Core #1, whilst Task_C and 
Task_D are processed concurrently by CPU Core #2. At the same time, both Task_A and Task_B are 
processed in parallel with Task_C and Task_D (Figure 7). 
 

 
Figure 7: GSPN model resembling Case #4 (Source: The authors) 

 
The result of the execution of the GSPN model depicted in Figure 7 is equivalent to what is shown 

in Figure 8. 
 

 
Figure 8: Concurrent and parallel execution of tasks (Source: The authors) 

4. Discussion 

Despite the fact that GSPNs are a powerful tool for modeling and analyzing systems involving 
concurrency and parallelism, they face several limitations when applied to real-world systems. The 
most significant limitation is the state space explosion problem, which occurs when the complexity of 
the modeled system increases by including more concurrent processes (i.e., tasks), larger number of 
tokens, or transitions. Further on, a serious limitation of this approach can be addressing complexity 
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intrinsic to modeling real-world systems where the processing of tasks involve non-Markovian time 
distributions, such as deterministic, fixed delays or other types of time distributions that are not 
exponential. Yet another important limitation is the difficulty of modeling complex synchronization 
mechanisms frequently found in many computer architectures that control the access of multiple tasks 
(i.e., threads or processes) to shared resources, which might require complex and potentially unwieldy 
Petri Net structures, making the model harder to interpret and analyze, even computationally 
intractable. At last but not at least, there is always the limitation known as the trade-off between 
abstraction level and scalability: GSPNs provide a high level of abstraction, which is advantageous 
for capturing general behaviors of systems, but this feature can become a limitation when low-level 
details are important. The need to model such intricate details can make GSPN models either too 
abstract, which can lead to losing important information, or too complex by reducing the simplicity 
and elegance of the Petri Net approach, thus making the analysis difficult. 

The two important processes used to ensure that the model accurately represents the system being 
studied and behaves as expected are the processes of model verification and validation. 

The verification of the proposed GSPN models, which refers to the process of ensuring that the 
GSPN model is correctly implemented according to its formal specification, has been carried out 
using the TimeNET’s Token Game module. It proved that the proposed models are built correctly in 
terms of their structure, behavior, and conformance to the GSPN rules, by addressing key aspects such 
as structural correctness, deadlocks and liveness, boundedness, reachability analysis, and internal 
consistency. 

On the other hand, the validation of these models, which refers to the process of ensuring that the 
GSPN model accurately represents the real-world system or process it is intended to simulate, has not 
been carried out yet due to the lack of real-world data, physical resources (CPUs), as well as suitable 
tools and measurement methods to convey effective validation. However, in this particular case, this 
aspect may be considered less crucial, since the proposed models are intended to be used mostly as 
conceptual designs, having minded their exploratory and theoretical focus. 

5. Conclusions 

This paper has presented a Petri Net-based approach to modeling concurrency and parallelism in 
computer architectures, with a focus on the use of Generalized Stochastic Petri Nets (GSPNs). The 
proposed formal GSPN framework, despite the ultimate straightforwardness of the presented models, 
offers a flexible and powerful tool for modeling key behaviors in concurrent and parallel execution of 
tasks in computer systems, with a huge potential in providing insights into performance, resource 
utilization, and potential bottlenecks. However, despite their modeling strengths, GSPNs come with 
several limitations that affect their applicability in large-scale, real-world systems, as it was 
elaborated in the previous section. Despite these limitations, GSPNs remain a valuable tool for 
quantitative analysis of systems exhibiting features of concurrency and parallelism, and can be 
applied to obtain metrics such as throughput, utilization, and response time. 

The proposed GSPN-based models presented in this paper can be used for simulating and 
analyzing system performance in computer architecture and related fields, thus helping to assess how 
different task-handling strategies can affect resource utilization and responsiveness under various 
conditions, including the number of subtasks, their arrival rates, and CPU processing speeds. They 
can also help in designing and optimizing hardware or software systems by exploring efficient 
implementations of concurrency and parallelism, optimizing factors like execution speed and energy 
consumption. These models can also be used for verification of system behavior, and detecting issues 
such as deadlocks or bottlenecks. Furthermore, they can allow for the comparison of concurrency and 
parallelism strategies, guiding decision-makers in choosing the best approach. Ultimately, they can 
provide a theoretical foundation for studying and teaching these concepts and assist in resource 
allocation and task scheduling in multi-core or distributed systems for greater efficiency. 

Future work could focus on the performance evaluation of the proposed GSPN-based models and 
their validation vis-à-vis real-world systems. This will ensure that GSPNs remain a practical and 
effective tool in the ongoing efforts to improve the design and analysis of concurrent and parallel 
computing systems. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

146



References: 
[1] L. Proença, A brief history of modern computers, multitasking and operating systems, 2022. 

URL: https://dev.to/leandronsp/a-brief-history-of-modern-computers-multitasking-and-
operating-systems-2cbn 

[2] L. Lamport, The Computer Science of Concurrency: The Early Years, In: Concurrency: The 
Works of Leslie Lamport (2019) 13−26. doi: 10.1145/3335772.3335775 

[3] A. Grama, A. Gupta, G. Karypis, V. Kumar, Introduction to Parallel Computing, 2nd. ed., 
Addison-Wesley, Boston, MA, USA, 2003. 

[4] R. Pike, Concurrency is Not Parallelism, Speech at Heroku Waza 2012, Video, 2012. URL: 
https://www.youtube.com/watch?v=oV9rvDllKEg 

[5] M. Streeter, Concurrency is Not Parallelism, Rob Spike’s Speech at Heroku Waza 2012, Video, 
2020. URL: https://www.youtube.com/watch?v=qmg1CF3gZQ0 

[6] S. Marlow, Parallel and Concurrent Programming in Haskell: Techniques for Multicore and 
Multithreaded Programming, 1st. ed., O’Reilly Media, Sebastopol, CA, USA, 2013. 

[7] C. Breshears, The Art of Concurrency: A Thread Monkey’s Guide to Writing Parallel 
Applications, 1st. ed., O’Reilly Media, Sebastopol, CA, USA, 2009. 

[8] A. Silberschatz, P. B. Galvin, G. Gagne, Operating System Concepts, 9th. ed., Wiley, Hoboken, 
NJ, USA, 2012. 

[9] L. Lamport, Time, Clocks and the Ordering of Events in a Distributed System, Communications 
of the ACM 21(7) (1978), 558−565. doi: 10.1145/359545.359563 

[10] P. B. Hansen (ed.), The Origin of Concurrent Programming: From Semaphores to Remote 
Procedure Calls, Springer-Verlag, New York, NY, USA, 2002. 

[11] T. H. Cormen, C. E. Leiserson, R. L. Rivest, C. Stein, Introduction to Algorithms, 3rd. ed., MIT 
Press, Cambridge, MA, USA, 2009. 

[12] A. C. Sodan, J. Machina, A. Deshmeh, K. Macnaughton, B. Esbaugh, Parallelism via 
Multithreaded and Multicore CPUs, Computer 43(3) (2010), 24−32. doi: 10.1109/MC.2010.75 

[13] D. A. Patterson, J. L. Hennessy, Computer Organization and Design: The Hardware/Software 
Interface, 5th. ed., Morgan Kaufmann, Burlington, MA, USA, 2013. 

[14] M. Ajmone Marsan, G. Conte, G. Balbo, A Class of Generalized Stochastic Petri Nets for the 
Performance Evaluation of Multiprocessor Systems, ACM Transactions on Computer Systems 
2(2) (1984), 93−122. doi: 10.1145/190.191 

[15] G. Chiola, M. Ajmone Marsan, G. Balbo, G. Conte, Generalized Stochastic Petri Nets: A 
Definition at the Net Level and Its Implications, IEEE Transactions on Software Engineering 
19(2) (1993), 89−107. doi: 10.1109/32.214828 

[16] M. Ajmone Marsan, G. Balbo, G. Conte, S. Donatelli, G. Franceschinis, Modelling with 
Generalized Stochastic Petri Nets. Wiley Series in Parallel Computing, John Wiley and Sons, 
West Sussex, UK, 1995. 

[17] G. Balbo, Introduction to Generalized Stochastic Petri Nets, in: M. Bernardo, J. Hillston (Eds.), 
Formal Methods for Performance Evaluation (SFM 2007), Volume 4486 of Lecture Notes in 
Computer Science, Springer, Berlin, Heidelberg, 2007, pp. 83–131. doi: 10.1007/978-3-540-
72522-0_3 

[18] A. Zimmermann, J. Freiheit, R. German, G. Hommel, Petri Net Modelling and Performability 
Evaluation with TimeNET 3.0, in: B. R. Haverkort, H. C. Bohnenkamp, C. U. Smith (Eds.) 
Computer Performance Evaluation: Modelling Techniques and Tools (TOOLS 2000), Volume 
1786 of Lecture Notes in Computer Science, Springer, Berlin, Heidelberg, 2000, pp. 188−202. 

[19] A. Zimmermann, M. Knoke, A. Huck, G. Hommel, Towards Version 4.0 of TimeNET, in: 
Proceedings of the 13th GI/ITG Conference on Measurement, Modeling, and Evaluation of 
Computer and Communication Systems (MMB 2006), Nurnberg, Germany, pp. 477−480, 2006. 

[20] A. Zimmermann, M. Knoke, TimeNET 4.0: A Software Tool for the Performability Evaluation 
with Stochastic and Colored Petri Nets – User Manual, Faculty of EE&CS Technical Report 
2007-13, Technische Universität Berlin, Berlin, Germany, 2007. 

[21] A. Zimmermann, Modelling and Performance Evaluation with TimeNET 4.4, in: N. Bertrand, L. 
Bortolussi, (Eds.), Quantitative Evaluation of Systems (QEST 2017), Volume 10503 of Lecture 
Notes in Computer Science, Springer, Cham, Switzerland, 2017, pp. 300−303. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

147



Comparative Analysis: Web, Native, and Progressive Web 
Applications 
Sara Poparić1, Dinu Dragan1, Dušan B. Gajić1, Veljko B. Petrović1 

 
1 University of Novi Sad, Faculty of Technical Sciences, Novi Sad, Serbia 

 
poparic.sara@uns.ac.rs; dinud@uns.ac.rs; dusan.gajic@uns.ac.rs; pveljko@uns.ac.rs  

 
Abstract: 
Mobile applications are becoming an important part of everyday life. The choice among 
different development approaches for mobile applications is thus very important for 
developers and organizations. These development approaches are web, native, and 
progressive web application (PWA). Each approach has distinct advantages and limitations 
that affect performance, development cost, and user experience. This study provides a 
comprehensive comparison of these approaches by implementing the same application for an 
equestrian federation using all three of them. The analysis of the development costs focused 
on the codebase and its modularity, cross-platform compatibility, and maintenance and 
requirements. Performance tests evaluated responsive time, time to first interaction, and 
rendering speed. User experience tests involved ten participants evaluating the task 
competition across platforms and user preferences across platforms. Results showed that 
native applications excel in response time and device integration, while web and PWA 
applications provide faster interaction and rendering. Most participants preferred the native 
application for its smooth performance. These findings suggest that native applications are 
ideal for performance-critical tasks, while web and PWAs offer advantages in cross-platform 
accessibility and easier maintenance.  
 
Keywords: 
Web application, native application, progressive web application, performance, user 
experience 

1. Introduction 

Mobile phone applications are a key part of everyday life, used by millions for communication, 
entertainment, and business. With the rapid growth of mobile devices and demands on user 
experience, the decision on how to build these applications has become increasingly important. 

Developers must choose between web applications, native apps, or progressive web applications 
(PWAs). Web applications offer accessibility through browsers but often lack performance [1]. Native 
applications provide superior performance and offline functionality, but at higher development costs 
[2]. PWAs aim to balance these by offering offline capabilities and easy installation, while 
maintaining web development simplicity [3]. 

Managing data across platforms demands both high performance and ease of use. The architecture 
choice impacts both development and user experience. This study compares development costs, 
performance, and user experience across web, native, and PWA implementations of the same 
application. The software example analyzed in this paper was previously developed to support 
equestrian federation. 

Most previous studies focus on specific aspects, such as energy consumption, performance, or user 
experience [4] [5]. The key difference in this study is that it offers a comprehensive comparison of 
multiple aspects across the three implementations of the same application. Performance tests 
measured response time, time to first interactive, and rendering performance, conducted five times on 
three different devices. User experience evaluations involved ten participants, experienced in web and 
mobile applications, performing tasks in each implementation, distinguishing them, and providing 
feedback on their preferred application. 

Results showed that the native application loaded the fastest, but web and PWA applications 
offered quicker interactions after loading. While the native application excels in performance, web 
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and PWA provide fast interaction and easier cross-platform maintenance. User experience tests 
revealed that most participants preferred the native app due to its smooth performance, despite the 
accessibility and convenience offered by web and PWA apps. 

The remainder of the paper is organized as follows: Section 2 covers key differences and related 
work. Section 3 introduces the comparative analysis from previous work. Section 4 describes the 
solution, methodologies and its results. Section 5 concludes the paper and discusses future work. 

2. Background  

Web applications are hosted on remote servers and accessed via web browsers. Their platform 
independence allows them to run on any device or platform without installation. However, they 
require a stable internet connection, and their performance depends on connection quality [1]. 

Native mobile applications are built for specific platforms, such as Android or iOS, using 
platform-specific languages like Java or Kotlin for Android and Swift or Objective-C for iOS. These 
applications require installation through app stores. They can integrate deeply with device hardware 
and can function offline [2]. 

Progressive Web Applications (PWAs) offer a native-like experience while being built using 
standard web technologies. They can be installed directly from the browser and accessed from a 
device’s home screen or desktop. Despite the installation, they run in a browser environment and rely 
on it to function. PWAs support offline use via service workers. They must be served over HTTPS to 
ensure a secure connection [3]. 

While web, native, and progressive web applications share similarities, they differ significantly in 
terms of installation, updates, access, and discoverability. The main differences between these 
implementations are summarized in Table 1 [5]. 
 
Table 1: 
The main differences between web, native and PWA applications 

Feature Web Application Native Application PWA 
Installation Not required. Mandatory (via app 

store). 
Optional (via 
browser). 

Updates Instant, automatic 
updates. 

Delayed - must be 
submitted to the app 
store and downloaded by 
users. 

Instant, automatic 
updates. 

Access via Home 
Screen 

Not supported. Fully supported. Fully supported. 

Offline Access Not supported. Fully available. Available through 
caching mechanisms. 

Discoverability Easily discoverable via 
browser’s search engines. 

Restricted to app store 
searches. 

Easily discoverable 
via search engines. 

 
Previous studies have primarily focused on specific aspects such as energy efficiency, cross-

platform capabilities, and user experience [4] [5]. However, they often lack a holistic comparison of 
development cost, performance, and user satisfaction across multiple implementations of the same 
application. This study addresses that gap by providing a comprehensive evaluation of web, native, 
and PWA implementations of the same application, offering a more complete perspective on the 
trade-offs involved in selecting different technology stacks. By examining development cost, 
performance, and user experience, this research provides valuable insights for developers and 
organizations in making informed decisions about technology choices for cross-platform 
development. 
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3. Comparative Analysis from Previous Work 

The aim of this section is to evaluate the differences and similarities between the implementations 
of the web, native and progressive web application across various technical and usability metrics. The 
analysis will focus on development costs. 

3.1. Development Costs 

This section explores the key challenges encountered during the development of the web, native, 
and PWA applications. It focuses on codebase structure and modularity, cross-platform compatibility, 
and the complexities of maintenance and updates across the different platforms. 

A well-organized and modular codebase is crucial throughout the software development life cycle 
because it affects how efficient maintenance is, as well as the collaboration between team members 
[14]. The analysis of how the technologies used in this study promote code reusability and assessment 
of code structure in terms of maintainability for future developers is shown in Table 2. 
 
Table 2: 
Codebase comparison 

Application Codebase 
Web Application React JS’s component-based architecture promotes code reusability, 

fast development, and easier maintenance. 

Native Application React Native’s component-based architecture allows code reuse 
between web and native apps. 

PWA Same as for the web application. 
 
Cross-platform compatibility enables an application to run smoothly on various devices and 

platforms. Additionally, a single codebase reduces development time and maintenance efforts [15]. 
Cross-platform capabilities of each implementation are presented in Table 3. 

 
Table 3:  
Cross-platform compatibility comparison 

Application Cross-Platform Compatibility 
Web Application Runs on any browser, making it inherently cross-platform, but lacks 

access to device-specific features like GPS or push notifications. 
Native Application Cross-platform functionality with one codebase for Android and 

iOS, offering access to native device features. 
PWA Works across desktop and mobile platforms, but browser support, 

especially on iOS, may limit functionality. 

 
Table 4: 
Maintenance and updates comparison 

Application Maintenance and Updates 
Web Application Updates are delivered automatically, ensuring all users are on the 

latest version. 
Native Application Updates must be manually downloaded from app stores, with 

approval processes complicating the release cycle. 
PWA Updates are delivered automatically, but managing service workers 

adds complexity to ensuring smooth updates. 
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Maintenance and updates are essential to ensure bug fixes and new versions of the application 

reach users, and have an impact on the longevity of the application and the satisfaction of its users 
[16]. The maintenance strategies and update processes for each of the implemented applications are 
shown in Table 4. 

4. Empirical Study 

This section evaluates the practical performance and user experience of web, native, and PWA 
applications in the context of an equestrian federation. By measuring key performance metrics and 
collecting user feedback, this study aims to provide insights into the real-world implications of each 
platform's strengths and limitations. 

4.1. Implemented Software Solution 

The foundation of this study is a web application built using ReactJS [6]. From this base, both the 
native and PWA versions of the application were derived. The native application was built using the 
React Native framework [7]. The PWA was created by adding PWA-specific features, such as service 
workers and a web manifest, to the web application, enabling native-like functionalities  [8] [9].  

The main goal was to maintain a consistent user interface across all three implementations, 
allowing their differences to be easily identified. Therefore, TailwindCSS was used for styling both 
the web and PWA versions, offering responsive and reusable designs [10]. For the native application, 
Nativewind was used, which allows the reuse of TailwindCSS styles in React Native [11]. All 
versions of implemented software are shown in Figure 1. 

 

 
Figure 1: Web application, native application and PWA 

 
All three applications share the same backend, which handles business logic and data management, 

developed using Java Spring Framework [12]. The backend interacts with a MySQL database to store 
and manage the application’s data [13]. This centralized architecture ensures consistent data handling 
and synchronization across all platforms. System architecture is presented in Figure 2. 

 

 
Figure 2: Application architecture 
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The base web application used in this study represents a part of the larger system designed for the 
equestrian federation. Its primary goal is to assist the federation in efficiently managing and keeping 
track of clubs, riders, horses, federation officials, and competitions. The system is designed to 
streamline the administrative processes within the federation, ensuring accurate and up-to-date 
information available across various platforms and devices.  

The part of the application used in this study includes following functionalities: 
1. Club data administration: 

○ Filter clubs: Users can filter clubs by entering a club’s name and/or city in which club is 
located. 

○ Club registration: Users can register a new club in the system by entering its name and 
address. 

2. Rider data administration: 
○ Filter riders: Users can filter riders by entering a rider’s name, category, and/or club. 
○ Rider registration: Users can register a new rider in the system by entering its name, last 

name, id number, date of birth and name of the club that rider is competing for. 
3. Horse data administration: 

○ Filter horses: Users can filter horses by entering a horse's name, sex, and/or club. 
○ Horse registration: Users can register a new horse in the system by entering its name, sex, 

year of birth and name of the club that rider is competing for. 

4.2. Methodology 

This section outlines the methodologies used for both performance testing and the questionnaire to 
compare web, native, and PWA applications. The methodologies aim to evaluate both the technical 
performance and user experience of the three types of applications. 

4.2.1. Performance Testing Methodology 

Performance is a key factor in the success of any application, as it directly influences user 
experience [17]. This section compares the performance of web, native, and progressive web 
applications by measuring three key metrics: response time, time to first interaction (TTFI), and 
rendering performance. 

Response Time was measured as the time taken for the screen to start loading after initiating 
navigation (navigation from 'Clubs’ to ‘Riders’ screen) [18]. Time to First Interaction (TTFI) was 
calculated from when a ‘Riders’ page started loading until all data was fully rendered and the app 
became interactive [20]. Rendering Performance was assessed using Chrome DevTools for web and 
PWA. For the native app, the react-native-performance library is measured from the start of rendering 
to the onLayout event, which signals that the root component has been rendered and laid down.  
Rendering and painting times were summed to provide a comprehensive measure [21].  

The tests were conducted five times on three different devices: Samsung A52, Samsung S23+, and 
Samsung A10, to ensure consistency and account for hardware differences. All tests were performed 
under consistent network conditions to ensure that network variability did not influence the results, 
especially for web and PWA applications.  

4.2.2. Questionnaire Methodology 

An ideal user experience in mobile applications would deal with a user-centered, intuitive, 
accessible, and efficient design for better user engagement and retention of users’ interest in the 
application [22]. This section outlines the methods that are used to test the user experience across the 
web, native, and progressive web applications developed for this study. Through a series of tasks and 
questions, the idea is to gauge how users would interact with each type of application, their 
preferences, and their ability to distinguish between these implementations. 
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The questionnaire included 10 male participants all between 20 and 35 years old. All participants 
are IT professionals. This choice ensured that participants had the necessary background to 
understand and evaluate the differences between web, native, and progressive web applications. It was 
conducted through online form. Each participant completed the questionnaire individually, ensuring 
they had equal exposure to each app type. The questionnaire was administered at the 7th of September 
2024, ensuring consistency in the conditions under which feedback was collected. 

The questionnaire included the following sections: 
• App Identification Task: Participants were asked to identify the type of app (web, native, 
PWA) based on screenshots from Figure 1 and given explanation. 
• Task Performance Assessment: Participants were asked to complete a rider registration form 
in each of three applications. The form required the following fields: the rider’s name, last name, 
ID number, date of birth, age category and horse club. The date of birth, age category, and horse 
club fields were chosen using select inputs (dropdown menus). Then, they had been asked to rate 
the ease of completion on a scale from 1 to 5. 
• User Preferences: Participants selected their preferred app type and explained their choice. 

4.3. Results and Discussion 

Table 5: 
Results of performance testing of the web, native and PWA application 

 Web Application PWA Native Application 
Response Time 26ms 24ms 6ms 
TTFI 35ms 32ms 243ms 
Rendering Time 17ms 16ms 25ms 

4.3.1. Performance Testing Results  

The web and PWA apps had consistent response times, while the native app showed a different 
pattern. The first navigation took 6 milliseconds, but subsequent navigations were nearly 
instantaneous (around 0ms). This is common in native apps due to in-memory caching, where 
previously loaded screens are kept in memory, eliminating the need for re-rendering or re-fetching 
data [19]. 

The native application had a significantly longer TTFI compared to the web and PWA apps. This 
is likely due to the overhead of rendering native components, initializing native modules, and 
JavaScript-native communication. Native apps typically require more setup time, while web and PWA 
apps benefit from lighter initial processes due to caching and preloading [19]. 

Minimal differences in rendering performance were observed. The native app took slightly longer, 
likely due to React Native’s rendering process [19], but the delay was small enough to be 
unnoticeable in normal use. All three platforms provided fast and responsive rendering times. 

4.3.2. Questionnaire Results 

The results of App Identification Test are: 
● Native Application: 70% identified it correctly, while 30% mistook it for a PWA, suggesting 
some difficulty in distinguishing between native and PWA experiences. 
● Web Application: 100% correctly identified the web app, likely due to the recognizable 
browser UI. 
● PWA: 60% identified it correctly, while 40% thought it was a native app, showing how 
closely PWAs mimic native app experiences. 
These results suggest that while web apps are easily recognizable, distinguishing between native 

and PWA apps is more challenging due to their similar user interfaces, especially regarding offline 
capabilities. 
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The observed results for Task Completion Assessment are shown in Table 6. The form-completion 
task demonstrated a difference in how each of the implementations handled complex input, such as 
dropdown menus. The native app behaved the best and was rated highest on both ease of use and 
efficiency, probably because it had better optimization for touch. The web application performed well 
but was a little slower, especially when working with dropdowns. It might be related to network 
latency or the performance of browsers on mobile. Although the PWA was very similar in design and 
functionality to the native app, minor delays proved the point that network dependence does play a 
certain role in users' experience. 
 
Table 6: 
Average participant ratings for ease of use and response time across the different applications 

 Web Application Native Application      PWA 
Ease of use 4.9 5 4.7 
App response 4.3 5 4.3 

 
The results of User Preference Test are shown in Figure 3. A significant proportion of participants 

(70%) expressed preference for the native application, suggesting that it offered a superior overall 
experience regarding user familiarity and usability. Although the web application demonstrated good 
performance in certain tasks, only 20% of the participants indicated a preference for it, which may be 
attributed to the perceived constraints associated with browser-based interactions when compared 
with native capabilities. Whereas the PWA has been really similar to the native app, just 10% of 
participants went for it, which means that users still will prefer fully native when given both options. 

 

 
Figure 3: Participants preference on use what application they would use 

5. Conclusion 

This paper compares web, native, and PWA applications in the context of an equestrian federation, 
aiming to find out which one provides the best balance between development efficiency, user 
satisfaction, and performance in today’s mobile-driven world. 

The analysis revealed that native applications excel in performance and device integration, 
demonstrating significantly faster response times, particularly after the first load. In contrast, web and 
PWA implementations performed better in terms of time to first interaction and rendering speed, 
highlighting their advantages in quickly becoming usable. These theoretical strengths informed the 
design of the empirical tests and helped shape expectations for performance and user experience. 

User experience tests showed a preference for the native app due to its smoother performance, 
even though web and PWAs offered accessibility and convenience across devices. These findings 
suggest that native apps may be more suitable for scenarios requiring fast, seamless experiences, 
while web and PWAs provide benefits for cross-platform deployment and maintenance. 

No platform emerged as universally superior. The choice should be guided by specific project 
requirements, such as speed, device integration, or development constraints. Future work should 
explore different use cases with distinct performance needs, long-term user engagement, and battery 
consumption across platforms, as evolving technologies may influence the best choice of platform. 
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Abstract: 
The basic idea in this paper is to test the possibilities offered by artificial intelligence in the 
field of agrochemical soil analysis with fertilization recommendations. In doing so, the 
principles of prompt engineering are used in order to improve the automation of the entire 
process. An experiment is being conducted, the basis of which is the GPT-4o model, which 
we use in combination with prompt engineering principles. The input data for our experiment 
is an image containing the Soil analysis results table. Then, data related to fertilization 
recommendations from GPT-4o were requested using the advantages offered by prompt 
engineering. At the output, the results are obtained in JSON and HTML format. The results 
are discussed and compared with those given in a previous article by GPT-4. At the end, 
conclusions are given, from which it can be seen that GPT-4o, together with prompt 
engineering, has added important possibilities for such analyses. Neither GPT-4 nor GPT-4o 
showed a high degree of reliability in the field of agrochemical soil analysis with fertilization 
recommendations. 
 
Keywords: 
GPT-4o, Prompt Engineering, Internet technologies, Agrochemical soil analysis, Fertilization 

1. Introduction 

Although artificial intelligence in various forms has been present for decades, it has only recently 
come into the focus of the wider public. The company OpenAI is most responsible for this popularity. 
She presented ChatGPT (Chat Generative Pre-trained Transformer) at the end of November 2022. 
Since then, it has become very easy to interact between humans and artificial intelligence through the 
common web browser. A less used possibility that has emerged is the use of APIs. The API makes it 
possible, for example, to communicate with GPT through scripts. Prompt engineering allows us to 
design inputs for artificial intelligence in order to obtain outputs that are optimal for us.   

At the beginning, some similar previous researches will be mentioned. We present the theoretically 
most important facts related to GPT-4o, prompt engineering and agrochemical soil analysis with 
fertilization recommendations. In our previous article [1] we tested the possibilities that GPT-4 offers 
for agrochemical soil analysis with fertilization recommendations. In this article, we conduct an 
experiment on the data from the previously mentioned article, but this time using artificial 
intelligence, namely the GPT-4o model and prompt engineering. The goal is to show the additional 
possibilities that this combination offers. 

2. Previous work 

Artificial intelligence has already been used in soil research. One of the researches was done in 
Indonesia: „The study results indicate that the level of trust of soil science experts in Indonesia to 
ChatGPT answers has reached above 80%.” [2]. The positive impact of data collection and analysis 
on harvest growth is presented in [3]. The advantages and disadvantages of chatbots in the field of 
agriculture are shown in another article:  „ChatGPT is a game-changer in the field of agriculture and 
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allied sectors. Its advanced language capabilities can revolutionize precision farming, crop 
monitoring, food processing, and livestock management. However, it's crucial to keep in mind that 
this technology also comes with limitations, such as the need for large data sets, potential biases, and 
computational resources.” [4].  

3. Materials and Methods 

3.1. GPT-4o 

"GPT-4o (“o” for “omni”) is our most advanced model. It is multimodal (accepting text or image 
inputs and outputting text), and it has the same high intelligence as GPT-4 Turbo but is much more 
efficient—it generates text 2x faster and is 50% cheaper." [5]. This model was significant for the 
authors because it could read data from an image, and the image contains a table with input data. It 
represents an improvement of GPT-4. In our previous work [1] the input and output was in text format 
which required us to convert the table data into a text question. After receiving the answer, which was 
in text format, it was necessary to convert it into tabular format. These conversions were done 
manually, while GPT-4o allows for a greater degree of automation. This means that the input data can 
be loaded from the image on which the table is located, and the output can be obtained in textual form 
specifically in JSON and HTML formats. JSON is suitable for further processing by a machine, and 
HTML code allows for a human-friendly display. 

3.2. Prompt Engineering 

In order to maximize the possibilities offered by GPT-4o, we used prompt engineering. The goal 
was for the model to better understand the intentions we had in our experiment and to obtain optimal 
outputs in relation to our needs. 

"Prompt engineering is the art of crafting effective prompts that guide ChatGPT to generate 
desired responses. It plays a crucial role in maximizing the effectiveness of the language model by 
bridging the gap between user intent and model understanding. A well-engineered prompt can 
significantly improve the quality and relevance of ChatGPT’s output, while a poorly crafted one may 
lead to unsatisfactory or erroneous responses." [6] 

We relied on the source ChatGPT Prompt Engineering for Developers [7] which provides a good 
overview of prompt engineering principles and tactics. We relied on a tactic known as Ask for a 
structured output because we wanted to get a text response in HTML and JSON format. This has been 
achieved. 

3.3. Agrochemical soil analysis 

Agrochemical soil analysis is a basic prerequisite for successful agricultural production in 
vegetable, arable and fruit growing [8, 9]. Every year, plants take out a certain type and amount of 
nutrients from the soil, which must be returned to the soil by fertilizing [10].  

Average soil samples consisting of the appropriate number of individual samples (20-25) were 
taken from plots up to 5 ha. The depth from which to take samples for soil fertility control purposes is 
0-30 cm for agricultural and vegetable plant species. Samples were taken with the help of soil 
sampling hand probes. Agrochemical soil analysis was done in the accredited laboratory of the 
Agricultural Expert Service (PSS) in Zrenjanin for cadastral plot number 256, cadastral municipality 
Lukino Selo, area 9652m2, pre-crop wheat. Fertilizer recommendations are based upon the previous 
crop, the crop to be grown and the yield goals (just for N). 
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4. Results and Discussion 

The basis for asking the question is the program code at [11]. Table 4 (the results of soil analysis) 
is placed inside the image that is placed on the Internet and its address is 
https://i.imgur.com/sMnj3aF.png (Figure 1).  

 

 
Figure 1: Image of input data table 

 
Inside the index.js file is the ask method, with two parameters: 
1. Text question 
2. The image used in the question 
Below is a printout of the question asked (user) and the answer received (assistant): 
 
user: Table 4. shows Soil analysis results. We need fertilization recommendations for the 

following plant species and yield kg/ha: Corn with 10000 kg/ha, Potatoes with 50000 kg/ha, Beans 
with 2500 kg/ha and Cabbage with 40000 kg/ha. Required are amounts of 3 nutrients: N, P2O5 and 
K20, and they should be expressed in kg/ha. Provide them in JSON format with the following keys: 
plant_specie, yield_kg_per_ha, n, p205, k20. Then transform the obtained results into an HTML table 
whose columns are: plant_specie, yield_kg_per_ha, n, p205, k20. For image on 
https://i.imgur.com/sMnj3aF.png 

 
assistant: To provide accurate fertilization recommendations, I will need to use standard nutrient 

uptake figures for each crop. Based on typical requirements, here's the JSON output and 
corresponding HTML table format for the given plant species and desired yields. 

  
### JSON Output 
  
```json 
[ 
    { 
        "plant_specie": "Corn", 
        "yield_kg_per_ha": 10000, 
        "n": 250, 
        "p205": 100, 
        "k20": 250 
    }, 
    { 
        "plant_specie": "Potatoes", 
        "yield_kg_per_ha": 50000, 
        "n": 200, 
        "p205": 150, 
        "k20": 300 
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    }, 
    { 
        "plant_specie": "Beans", 
        "yield_kg_per_ha": 2500, 
        "n": 90, 
        "p205": 60, 
        "k20": 80 
    }, 
    { 
        "plant_specie": "Cabbage", 
        "yield_kg_per_ha": 40000, 
        "n": 250, 
        "p205": 100, 
        "k20": 250 
    } 
] 
``` 
  
### HTML Table 
  
```html 
<table border="1"> 
    <tr> 
        <th>Plant Specie</th> 
        <th>Yield (kg/ha)</th> 
        <th>N (kg/ha)</th> 
        <th>P2O5 (kg/ha)</th> 
        <th>K2O (kg/ha)</th> 
    </tr> 
    <tr> 
        <td>Corn</td> 
        <td>10000</td> 
        <td>250</td> 
        <td>100</td> 
        <td>250</td> 
    </tr> 
    <tr> 
        <td>Potatoes</td> 
        <td>50000</td> 
        <td>200</td> 
        <td>150</td> 
        <td>300</td> 
    </tr> 
    <tr> 
        <td>Beans</td> 
        <td>2500</td> 
        <td>90</td> 
        <td>60</td> 
        <td>80</td> 
    </tr> 
    <tr> 
        <td>Cabbage</td> 
        <td>40000</td> 
        <td>250</td> 
        <td>100</td> 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

159



        <td>250</td> 
    </tr> 
</table> 
``` 
These values are generally accepted and used as a standard for high-yield scenarios. You may need 

to adjust the values based on specific soil conditions and crop requirements. 
  
Is there any specific data from Table 4. that should affect the recommendation significantly or any 

additional adjustment factors you would like to apply based on the soil analysis? 
 

When a web page is created from the received HTML code, the following fertilization 
recommendation result (Figure 2) is obtained on the web page: 
 

 
Figure 2: Result obtained from HTML code fertilization recommendations 

 
The results of soil fertilization recommendation PSS are shown in Table 1. and ChatGPT-4 

fertilization recommendations are shown in Table 2. 
 

Table 1: 
PSS Fertilization recommendation 

  Required amount of nutrients by nutritional elements 
kg/ha 

Plant 
species 

Yield 
kg/ha 

N P2O5 K2O 

Corn 10000 147 79 84 
Potatoes 50000 350 216 335 
Beans 2500 48 14 21 
Cabbage 40000 144 37 112 

 
Table 2: 
ChatGPT-4 Fertilization recommendation 

  Required amount of nutrients by nutritional elements 
kg/ha 

Plant 
species 

Yield 
kg/ha 

N P2O5 K2O 

Corn 10000 120-150 60-80 80-100 
Potatoes 50000 200-250 100-150 200-300 
Beans 2500 50-70 40-60 40-60 
Cabbage 40000 150-200 80-100 80-100 
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There was matching of the recommendations for fertilization of PSS and ChatGPT-4 only for the 

the plant type corn, but it is insufficiently reliable when recommendations for fertilization are 
considered for vegetable species (potatoes, beans and cabbage). However, the results of HTML code 
did not provide adequate answers for fertilization recommendations soil. 

5. Conclusions 

We have presented the most important facts related to GPT-4o, prompt engineering and 
agrochemical soil analysis with fertilization recommendations. Some of the examples of the use of 
artificial intelligence in the field of agriculture are listed. An experiment was described that had as 
input a question and a table within an image, based on the capabilities of GPT-4o, and prompt 
engineering. The experiment gave the result in text form, in two formats: JSON and HTML. The 
results are discussed at the end and compared with the results from our previous research. Both results 
were not reliable at the expected level. 

Further improvements are possible in terms of using other tactics offered by prompt engineering. 
There is also the possibility to use some new models that will appear in the future. The field of 
application does not necessarily have to be only agriculture. 
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Abstract: 
Software Development life cycle (SDLC) is a framework model used in project management 
that defines the stages included in an information system and a software development project, 
from an initial feasibility study to the maintenance of the completed application. There are 
different software development life cycle models that has to be specified for each software 
development project. These models are also called "Software Development Process Models". 
Each process model follows a series of phases unique to its type to ensure success in the steps 
of its development. We analyze the models one by one, review the latest research and provide 
comparisons between the Spiral Model, Waterfall Model, Iterative Model, Big Bang Model, 
V-Model and RAD Model. Then, from the obtained analysis we give an interpretation about 
their use to customers. And finally, we present the appropriate model for our proposed 
development project, which according to analysis and research is the most appropriate. 
 
Keywords: 
Spiral Model, Waterfall Model, Iterative Model, Big Bang Model, V-Model, RAD Model  

1. Introduction 

Organizations involved in software development utilize specialized systems that are structured into 
distinct phases, which outline the processes for developing, maintaining, and improving software. These 
processes are integral to the SDLC, which plays a crucial role in software project development. Various 
models exist, each differing in their approach, and organizations select the model that best aligns with 
their specific requirements. Over the past decades, significant progress has been made in this area, with 
the development of these models and the continuous emergence of new models that greatly assist 
engineers in software development. In this paper, we analyze six SDLC models, presenting how they 
function, their significance, and their practical applications. There are many more SDLC models that 
can be used for software development, but our research focus only on six of them. We discuss the 
categories of software development where these models are most applicable and advantageous. 
Additionally, we explore the future challenges each model may face, highlight areas of strength, and 
provide recommendations for further improvements. 

2. Selection of the appropriate model  

In order to arrive at the appropriate selection of an SDLC model, we must take into account several 
factors that will facilitate the comparison and making the decision to continue the web application 
development process. Therefore, we must base ourselves on some questions that give us a more realistic 
assessment of the client's requirements and the project as a whole.  

a) How realistic and sustainable are the customer's requirements? 
b) What is the size of the project? 
c) What are the access levels of the project? 
d) What is the dynamic development plan of the project? 
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The purpose of this paper is to build a scenario taking into account the client's requirements, about 
the development of a web-based application. The client wants a web application which will function as 
an online shop, where people will be able to order food online in a restaurant. Also, the customer 
requests that it be possible for a restaurant customer to make a reservation for a table, at most two weeks 
in advance. Where all orders and reservations will be stored in the web application database. Below we 
have described the functions of our project through a use case diagram. 

 
 

 
 
 
 

 
 

 
 
 

 
 
 
 
 
 
 

 
Figure 1.Restaurant online platform - Use Case Diagram 

 
In this paper, we have taken as a basis a total of six models of software development. They are: 

Spiral Model, Waterfall Model, Iterative Model, Big Bang Model, V-Model, RAD Model. 

3. Literature review 

In the literature review, we have analyzed all the models included in the research, presenting the 
orientation of the development and use of these models. Software engineering involves the analysis and 
design of a software system that handles one or several specific tasks. According to [1] analysis 
describes the “what” of a software system, which means what happens in the current and what will be 
required in the new software system. This refers to requirement analysis or gathering. In recent time, 
the most popular methodological approaches for developing software for a computer-based information 
system are the popular traditional Waterfall Model [2]. For example [3] the author created a simulation 
system of the Waterfall model, which was able to help project managers in determining how to achieve 
maximum productivity with the minimum number of hours, costs and workers. The authors [4] have 
conducted a comparative study between the iterative waterfall life cycle model and the incremental 
software development cycle model for resource optimization using the Simphony.NET simulation tool. 
Spiral model [5] is similar to the incremental model, with more emphasis placed on risk analysis. As 
for the Big Bang model, the authors [6] show that the Big Bang Model is one in which a large amount 
of people or money is gathered, a lot of energy is expended, and the perfect software product comes out 
or not. No mater which model we choose there is possibility to include generative artificial intelligence 
(GenAI) which can bring unparalleled enhancements in various phases of SDLC. Enterprises could 
embrace GenAI in their software development process in order to stay competitive in the huge software 
market. By integrating Gen AI quicker development cycles, superior code quality, and increased 
innovation could be realized [7].  
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4. Comparative study of SDLC models 

In this paper, we research each model and addressed them through three main factors. The first factor 
examines the general data of a model, including details of its functioning and the reasons for selecting 
a particular model. The second factor focuses on the application of an SDLC model in different areas 
of software engineering. Finally, the third factor addresses the challenges of the models by analyzing 
their respective strengths and weaknesses. 

4.1. Spiral Model 

The Spiral model is a software development life cycle (SDLC) model used for risk management, 
combining elements of the iterative and Waterfall models. This model is particularly suitable for large, 
complex, and extensive projects. A notable feature of this model is that it releases a prototype after each 
phase of the spiral, which is then refined. It is effective in managing risks by continuously creating and 
testing prototypes, allowing for an analysis of their strengths and weaknesses. Below is an illustration 
depicting the main stages of the Spiral model [8]. 

The Iterative model consists of four stages: planning of objectives, risk analysis, engineering or 
development, and review. A project repeatedly passes through all these stages, with the phases forming 
a spiral within the model [9]. 

1. Determine objectives and find alternate solutions. This phase includes requirement gathering 
and analysis. Based on the requirements, objectives are defined and different alternate solutions are 
proposed. 
2. Risk Analysis and resolving – In this quadrant, all the proposed solutions are analyzed and any 
potential risk is identified, analyzed, and resolved. 
3. Develop and test: This phase includes the actual implementation of the different features. All 
the implemented features are then verified with thorough testing. 
4. Review and planning of the next phase – In this phase, the software is evaluated by the 
customer.  

4.1.1. Spiral Model Risk Analysis and Model Application 

The Spiral model analyzes the proposed results and systematically identifies, analyzes, and 
addresses all possible risks. Following this, methods such as prototyping, simulation, benchmark 
testing, analytical models, and user research are employed to develop the lowest-risk and most cost-
effective strategy [10]. At this stage of the project, the product manager refers to the risk register to 
identify all potential risks associated with the spiral's objectives and requirements. These risks may be 
technical, financial, market-related, operational, or environmental. Consequently, risk registers are 
created with the aim of investigating or addressing these risks in both the short and long term. A risk 
register is an essential component of various product management documents and templates, including 
discovery documents and written epics [11]. 

The spiral model is one of the most widely recognized Software Development Life Cycle (SDLC) 
models and is applied in a broad range of projects. This model is particularly well-suited for projects 
that require frequent releases and those where changes may be requested at any stage of the process. 
Additionally, it is ideal for projects with medium to high risk levels and for those where cost and risk 
analysis plays a critical role. The spiral model is also highly beneficial in projects with unclear or 
complex requirements, where a more flexible and adaptive approach is necessary to address 
uncertainties and challenges effectively. 

4.2. Waterfall Model 

The Waterfall model is a classical approach used in the system development life cycle, characterized 
by a linear and sequential process. It is termed "Waterfall" because the model progresses systematically 
from one phase to the next in a downward manner. This model is divided into distinct phases, where 
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the output of one phase serves as the input for the next. Each phase must be completed before the 
subsequent phase begins, with no overlap between phases [12]. 

All the stages of project development following the model Waterfall are [13]: 
1. Requirement Gathering and analysis − All possible requirements of the system to be developed 
are captured in this phase and documented in a requirement specification document. 
2. System Design − The requirement specifications from first phase are studied in this phase and 
the system design is prepared. 
3. Implementation − With inputs from the system design, the system is first developed in small 
programs called units, which are integrated in the next phase. Each unit is developed and tested for 
its functionality, which is referred to as Unit Testing. 
4. Integration and Testing − All the units developed in the implementation phase are integrated 
into a system after testing of each unit. Post integration the entire system is tested for any faults and 
failures. 
5. Deployment of system − Once the functional and non-functional testing is done; the product is 
deployed in the customer environment or released into the market. 
6. Maintenance − There are some issues which come up in the client environment. To fix those 
issues, patches are released. 

4.2.1. Waterfall Model Risk Analysis and Model Application 

The risks associated with the Waterfall methodology can be mitigated or eliminated through 
effective risk management. In Waterfall, risks are managed using charts that track the risk from the 
moment it is detected. Managers monitor its progression, and if the risk intensifies as the project 
advances, its line on the chart rises. In such cases, developers and managers work to identify and replace 
the product features contributing to the risk. Conversely, if the risk line decreases as the project 
progresses, the risk is considered to have low priority. Risk charts in Waterfall are divided into three 
sections: the first begins when the risk is detected and ends when developers start seeking a solution; 
the second phase continues until a solution is found; and the third phase, the risk removal phase, 
concludes on the risk’s expiry date. [14]. 

Every software project is unique and requires a tailored Software Development Life Cycle (SDLC) 
approach based on various internal and external factors. The Waterfall model is particularly suitable in 
certain situations. It is most effective when the project requirements are well-documented, clear, and 
fixed from the outset. The model is also ideal when the product definition remains stable throughout 
the development process and when there are no ambiguous or unclear requirements. Furthermore, the 
Waterfall model works well when there are sufficient resources with the necessary expertise to support 
the development. Finally, it is best suited for short-term projects where a structured, linear approach is 
more efficient. 

4.3. Iterative Model 

This model does not start with a complete set of requirements. Instead, the design and development 
process begins with the basic requirements. Once the product is developed according to these initial 
requirements, it undergoes a review to identify or define additional requirements. Upon completion of 
the review phase, the current iteration concludes. Based on this review, the next set of requirements is 
determined, and the design and development of the second iteration begin. Once the product is 
developed according to the requirements of the second iteration, it is reviewed again to identify or 
define further requirements. These iterations continue until the final product is developed [15]. 

1. Requirement Gathering and Analysis - Business requirements are gathered during this phase of 
the Iterative model. Then, an analyst determines whether they can be met within financial 
constraints. 
2. Design - During this phase of the iterative model, the project team receives the complete list of 
criteria to begin work in a specific direction. They then utilize various diagrams, such as data flow 
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diagrams, class diagrams, activity diagrams, state transition diagrams, and others, to gain a clear 
understanding of the program design and to assist them in progressing with development. 
3. Implementation - At this point in the project, according to the iterative model, the actual coding 
of the system begins. This phase is influenced by the analysis and design from the Design phase. All 
requirements, plans, and design strategies have been executed. 
4. Testing - This phase involves comparing the current build iteration against a set of rules and 
standards to determine whether it meets them. This type of testing includes performance testing, 
stress testing, security testing, requirements testing, usability testing, multi-site testing, disaster 
recovery testing, and others. 
5. Deployment - After all phases are completed, the software is deployed to the working 
environment. 
6. Review - In this phase, after the product has been deployed, the behavior and validity of the 
deployed product are checked. If any errors are found, the process begins again from the requirement 
gathering stage. 
7. Maintenance - In the maintenance phase, after the software has been deployed in the working 
environment, bug fixes or new updates may be required. 

4.3.1. Iterative Model Risk Analysis and Model Application 

In the Iterative model, risk management is not just a component of project management; it is the 
essence of project management. It focuses on minimizing negative outcomes while balancing the 
achievement of desirable ones: preventing certain adverse events while also ensuring that the project's 
positive risks are realized [16]. The process of managing risk in the Iterative Model involves several 
key steps to ensure that risks are identified, analyzed, and controlled effectively throughout the 
development lifecycle. The first step is risk management planning, where we determine who needs to 
be involved and establish the timing and frequency of risk management activities. Next, during risk 
identification, we analyze potential risks and opportunities across various business categories. In the 
quantitative risk analysis phase, we subjectively assess the probability and impact of these risks, 
identifying those that are critical. Then, in the qualitative risk analysis stage, we prioritize which areas 
require time and resources for risk management. Following this, risk response planning is conducted to 
determine the best strategies to reduce the likelihood and impact of identified risks. Finally, in risk 
monitoring and control, the risk response plan is implemented, with ongoing management to ensure 
progress and compliance. 

The Iterative model finds several productive applications across various fields, where its flexibility 
and adaptability offer significant advantages. In digital marketing, for instance, the model is used to 
create more engaging advertisements. By conducting thorough analysis to understand user 
requirements, iterative cycles allow for the continuous improvement of advertisement designs. The 
model is also applicable in the development of advanced technologies, such as smartphones, cars, and 
electronic devices, where ongoing iterations enable gradual enhancements and updates. Furthermore, 
engineering teams often rely on the Iterative model when developing new features or implementing 
problem-fixing techniques [2]. These iterations, which may not be visible to end users, allow teams to 
refine their products internally before release, ensuring higher quality and functionality. 

4.4. BIG BANG model 

In the Big Bang model, the developers of this model do not follow any specific process. Only the 
necessary funds are enough to start the project. The result of this model may not meet the client's 
requirements because the client's requirements are not concrete and complete either. This model is 
suitable for small projects where a very small number of developers can work. [17] 

The Big Bang model in software development consists of three key phases [17]: 
1. Minimal Planning: Little to no planning is done. Developers begin coding with only a general 
idea of the final goal, without detailed requirements. 
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2. Chaotic Development: Components are developed and integrated in an ad-hoc manner, with 
minimal testing and uncontrolled changes during the process. 
3. Delivery or Reorganization: The product is either completed or delivered or fails to meet 
requirements, leading to a full reorganization or restart of the project. 

4.4.1. BIG BANG Model Risk analysis and Model Application 

The Big Bang model is a software development life cycle (SDLC) approach where the development 
process begins with little or no planning and all the modules or components are developed 
simultaneously. Risk analysis in the Big Bang model involves identifying potential risks and assessing 
their impact on the project. The Big Bang model, while simple in its approach, presents several risks 
that must be carefully analyzed to avoid potential pitfalls [24]. One major concern is the lack of 
requirements definition, where unclear or insufficient requirements can lead to misunderstandings, 
scope creep, and difficulties in delivering a product that meets user expectations. Another challenge is 
integration, as in the Big Bang model, modules or components are developed independently and only 
integrated at a later stage, which can lead to unexpected issues. Additionally, insufficient testing 
coverage is a common risk, as the simultaneous development approach may overlook thorough testing. 
This also increases the effort required for debugging, as the simultaneous development of modules 
raises the likelihood of defects and bugs. Moreover, the model offers limited scope for change control, 
making it difficult to accommodate changes to requirements or design once development is in progress. 
Lastly, scalability and performance issues can arise, as these considerations may not be adequately 
addressed during the initial stages of development in the Big Bang model.  

In this model, minimal time is spent on detailed planning, and development begins directly with the 
required funds and efforts as inputs. This approach is well-suited for short-term projects, such as 
academic or practical endeavors. It is particularly effective for small teams, usually consisting of two 
or three developers, working collaboratively. However, this paradigm is not suitable for large-scale or 
complex software development due to its high risk, though it may be used for temporary, experimental, 
or very small software projects. It is typically ideal for smaller projects with small development teams 
focusing on constructing a simple application or prototype. Additionally, the model works well for 
academic, learning, or practice projects, offering a flexible and low-cost framework. Finally, it can be 
useful for software products with unclear or poorly understood requirements, particularly when no 
specific release date is established, allowing for ongoing experimentation and development flexibility. 

4.5. V-Model 

V-model means Verification and Validation model. Just like the waterfall model, the V-Shaped life 
cycle is a sequential path of execution of processes. Each phase must be completed before the next 
phase begins. V-Model is one of the many software development models. 

The V Model contains Verification phases on one side and Validation phases on the other. The 
implementation/coding phase joins the verification and validation phases in V-shape. Thus it is called 
a V Model. We present below both phases: [18] 

Verification phases: 
1. Business requirement analysis: This is the first step where product requirements understood 
from the customer's side. This phase contains detailed communication to understand customer's 
expectations and exact requirements. 
2. System Design: In this stage system engineers analyze and interpret the business of the 
proposed system by studying the user requirements document. 
3. Architecture Design: The baseline in selecting the architecture is that it should understand all 
which typically consists of the list of modules, brief functionality of each module, their interface 
relationships, dependencies, database tables, architecture diagrams, technology detail, etc.  
4. Module Design: In the module design phase, the system breaks down into small modules. The 
detailed design of the modules is specified, which is known as Low-Level Design 
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5. Coding Phase: After designing, the coding phase is started. Based on the requirements, a 
suitable programming language is decided. There are some guidelines and standards for coding. 

Validation phases: 
1. Unit Testing: In the V-Model, Unit Test Plans (UTPs) are developed during the module design 
phase. These UTPs are executed to eliminate errors at code level or unit level.  
2. Integration Testing: Integration Test Plans are developed during the Architectural Design 
Phase.  
3. System Testing: System Tests Plans are developed during System Design Phase.  
4. Acceptance Testing: Acceptance testing is related to the business requirement analysis part. It 
includes testing the software product in user atmosphere. Acceptance tests reveal the compatibility 
problems with the different systems, which is available within the user atmosphere [18]. 

4.5.1. V-Model Risk Analysis and Model Application 

The V-Model is a highly structured approach to software development that involves a series of 
phases, each of which is associated with a specific set of deliverables. The V-Model is often used in 
safety-critical industries, such as aerospace and defense, where the consequences of software failure 
can be catastrophic. Risk management is an essential component of the V-Model methodology. It 
involves identifying potential risks and taking steps to mitigate or eliminate them. The V-Model 
provides a framework for risk management by breaking the development process down into a series of 
phases, each of which is associated with a specific set of deliverables. It provides a structured approach 
to identifying and mitigating potential risks, which can help to ensure that the project is completed on 
time, within budget, and to the required quality standards [19]. 

It is advisable to use the V Model on small-to-medium-sized software projects where the 
requirements are clear without any ambiguity. For projects where acceptance criteria are proper, V 
Model is the preferable choice. The V Model is useful when ample technical resources are available 
with technical expertise, and tech stacks and tools are not dynamic [20]. 

4.6. RAD Model  

Rapid Application Development or RAD means an adaptive software development model based on 
prototyping and quick feedback with less emphasis on specific planning. In general, the RAD approach 
prioritizes development and building a prototype, rather than planning.  With rapid application 
development, developers can quickly make multiple iterations and updates to the software without 
starting from scratch. This helps ensure that the final outcome is more quality-focused and aligns with 
the end users’ requirements [22]. 

Below we have presented the development stages of the RAD model [22]: 
1. Business Modeling: On basis of the flow of information and distribution between various 
business channels, the product is designed 
2. Data Modeling: The information collected from business modeling is refined into a set of data 
objects that are significant for the business 
3. Process Modeling: The data object that is declared in the data modeling phase is transformed 
to achieve the information flow necessary to implement a business function 
4. Application Generation: Automated tools are used for the construction of the software, to 
convert process and data models into prototypes 
5. Testing and Turnover: As prototypes are individually tested during every iteration, the overall 
testing time is reduced in RAD. 
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4.6.1. RAD Model Risk Analysis and Model Application 

Risk analysis in the Rapid Application Development (RAD) Model of the Software Development 
Life Cycle (SDLC) focuses on identifying potential risks and assessing their impact on the project's 
success. One of the key risks is inadequate requirements gathering, as the fast-paced nature of RAD can 
lead to incomplete or inaccurate understanding of the project's needs. Additionally, resource availability 
is critical, as this model demands a dedicated and highly skilled team to meet the rapid development 
timelines. Technical complexity is another concern, especially in projects that involve complex 
integrations or advanced technical components. Customer involvement is essential in this model, as 
continuous feedback and active decision-making are crucial for success. A lack of customer 
participation can lead to misunderstandings, delays, and misaligned project goals. Integration and 
compatibility issues often arise in RAD projects, especially when integrating new systems or 
components with existing infrastructure. Furthermore, testing and quality assurance can be 
compromised due to the limited time available for comprehensive testing, increasing the risk of defects 
or performance issues. Lastly, security and data privacy are potential risks, as rapid development may 
overlook critical security measures, leading to vulnerabilities and the possibility of data breaches. These 
risks must be carefully managed to ensure the success of a RAD-based project [4, 22]. 

When deciding to use the Rapid Application Development (RAD) model, it is important to evaluate 
the specific project needs, as this model may not be productive for unsuitable demands. This model is 
best applied in cases where the system requirements are well-defined and a short development timeline 
is required. It is also effective for projects that can be modularized, with components that are reusable 
or readily available for development. Additionally, the model is suitable when existing system 
components can be leveraged to build a new system with minimal changes. However, this model should 
only be used when teams consist of domain experts, as extensive knowledge and the ability to apply 
advanced techniques are crucial for successful implementation. Finally, RAD is appropriate when the 
project budget allows for the use of automated tools and specialized techniques necessary for the rapid 
development process. 

5. Discussion 

Taking into account the model characteristics, risk analysis, possibilities of application we can 
summarize what are the challenges for each model.  

Spiral model challenges 
The spiral model presents several challenges that need to be considered before its implementation. 

One major drawback is the high cost, making it unsuitable for small projects due to the extensive 
resources required. Additionally, the model relies heavily on risk analysis, necessitating the 
involvement of experts in risk management at every stage of the project. Its complexity is another 
significant challenge [5], as it is the most intricate SDLC model, involving extensive documentation 
and multiple intermediate phases. Furthermore, managing time can be difficult, as the number of phases 
is not predetermined at the start of the project. This uncertainty complicates time planning and may 
result in an overall increase in the project budget. 

Waterfall model challenges 
The Waterfall model is one of the earliest software development models, but it comes with several 

challenges that should be carefully evaluated when selecting the appropriate approach for a project. 
One of the main drawbacks is that no working software is produced until the later stages of the 
development lifecycle. This leads to high levels of risk and uncertainty, making it unsuitable for 
complex or object-oriented projects. Additionally, it is a poor fit for long or ongoing projects, as it does 
not accommodate changes in requirements well, particularly when there is a moderate to high risk of 
such changes [12]. Measuring progress during the various stages can be difficult, as each phase must 
be completed before moving to the next. Furthermore, integration is performed as a "big-bang" at the 
end of the project, which delays the identification of potential technological or business challenges until 
the final stages, limiting the ability to address them early in the process. 
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Iterative model challenges 
The Iterative model, while highly flexible and adaptive, comes with several challenges that need to 

be considered. First, it may not be suitable for smaller projects, as the overhead associated with iterative 
cycles can outweigh the potential benefits. Additionally, more resources in terms of time and money 
may be required due to the repeated cycles of development, testing, and feedback, making it resource-
intensive. Changes in requirements during the development process can also lead to budget overruns, 
as accommodating these changes often requires additional time and effort. Furthermore, the iterative 
approach may not be ideal for projects with strict or inflexible requirements, as the model's continuous 
changes and improvements may not be feasible in such environments. Lastly, effective communication 
between the development team and users is crucial for the success of the Iterative model, as ongoing 
feedback and collaboration are essential to its process.  

BIG BANG model challenges 
The Big Bang model faces several future challenges that need to be addressed to enhance its 

effectiveness. First, the client's requirements must be very clear from the outset, as the lack of thorough 
planning can lead to misunderstandings and deviations from the desired outcome. Second, it is not 
suitable for large projects, where the complexity and scope exceed the capabilities of this simplistic 
approach. Lastly, the model does not offer high security, making it a risky choice for projects where 
data protection and security are critical. These limitations highlight the need for further refinement and 
adaptation to make the model more robust and reliable in a broader range of applications. 

V-Model challenges  
Similar to other models discussed, the V model also presents several challenges that should be 

carefully considered when deciding to use it for project development. One significant drawback is that 
the model is very rigid and offers minimal flexibility, which can be problematic for projects that require 
adaptability. Additionally, the V model is not ideal for complex projects, as its linear structure may not 
accommodate the dynamic needs of more intricate systems. Another challenge is that software is only 
developed during the implementation stage, meaning there are no early prototypes available for review 
or testing. Lastly, if changes occur mid-project, both the test and requirement documents must be 
updated, adding to the complexity and potential delays in the project timeline. These challenges 
highlight the importance of thorough analysis before choosing the V model for a development project. 

RAD Model challenges 
Like all SDLC models, the RAD model has its own set of challenges that must be considered before 

choosing it for a project. One significant challenge is that powerful and efficient tools used in RAD 
require highly skilled professionals, making it essential to have a team with the right expertise. Another 
issue is that the absence of reusable components can jeopardize the project’s success, as RAD relies 
heavily on reusing existing elements. Additionally, the team leader must collaborate closely with both 
developers and customers to ensure the project is completed on time. This model is unsuitable for 
systems that cannot be modularized, as the model depends on breaking down the system into modules. 
Moreover, customer involvement is required throughout the entire development life cycle, which can 
be challenging to maintain. Lastly, RAD is not appropriate for small-scale projects, as the costs of 
automated tools and advanced techniques may exceed the overall project budget, making it impractical 
for smaller projects. 

Discussion of models comparison 
The SDLC models comparison in this paper was done for a small-scale project that does not require 

significant costs or a large number of developers. Other models are better suited for larger projects, 
which demand higher costs, more developers, additional tests or prototypes, and more time. 
Consequently, we believe that the Big Bang model is the most suitable for developing our web 
application. This model requires a small team of developers and a relatively short time frame for project 
completion, provided that our requirements for the web application are clear and precise, leaving no 
room for confusion or challenges during the process. Therefore, we recommend using the Big Bang 
model for small projects, with a focus on improving security as a future challenge. This will enhance 
the project’s practicality and seriousness, ensuring no deficiencies in any aspect. Below, we present all 
the SDLC models based on Table 1, where we evaluated and compared each model using six 
performance factors.  
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Table.1.The comparison of SDLC Models 

Features Spiral 
Model 

Waterfall 
Model 

Iterative 
Model 

Big Bang 
Model 

V-Model RAD 
Model 

Understanding 
Requirements 

Medium High Medium Medium High High 

Cost High Low High Low High High 

Risk  
Involvement 

High High Low High High High 

User 
Involvement 

Medium Low High Medium High Medium 

Guaranty of 
Success 

High Low Low Low Medium High 

Flexibility High Low Medium Medium Low High 

6. Conclusion 

In conclusion, Software Development Life Cycle (SDLC) models serve as essential frameworks that 
guide the development process of software applications. After conducting a comprehensive review of 
the literature and analyzing each model individually, we have been able to assess which model is most 
suitable for web application development. While each SDLC model may be appropriate and functional 
for specific projects, the primary objective of this research was to identify the most appropriate model 
for our project by comparing four key parameters across each model. These parameters have enabled 
us to determine which model offers the optimal solution for our specific case. It is imperative that the 
choice of an SDLC model is carefully aligned with project goals, stakeholder needs, and the dynamic 
nature of the software development landscape. As technology continues to evolve, the adaptability and 
flexibility of SDLC models remain critical for ensuring the success of software projects in meeting user 
expectations and achieving business objectives. By engaging in continuous evaluation, refinement, and 
the adoption of best practices, organizations can effectively leverage SDLC models to innovate, 
collaborate, and deliver value in an ever-changing digital environment. Nevertheless, it is crucial to 
consider the limitations and challenges inherent in each model and to focus on their ongoing 
improvement and development. Additionally, developers should explore the potential integration of 
generative artificial intelligence within the SDLC. This inclusion could significantly transform the 
SDLC process, particularly in how software is planned, developed, delivered, and maintained. 
Generative AI holds the potential to automate repetitive tasks performed by developers, testers, and 
machines, thereby streamlining code generation and other related processes.  
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Abstract: 
Haptic feedback improves immersion of video games by using vibration to stimulate the 

player's sense of touch and thus enhance his experience of the events that occur in the game 

world. The experience of using game engines in teaching across several university courses over 

the past 14 years has indicated the need for a more efficient approach to designing and testing 

haptic effects. Most popular game engines provide only basic built-in functions for creating 

gamepad vibrations. More advanced functionalities are available through additional paid third-

party assets or are exclusively accessible to licensed developers during the development of 

games for specific consoles. A generic haptic feedback model would enable game creators to 

focus on designing realistic haptic effects instead of technical implementation. This paper 

presents one program model implemented in the Unity engine, functional on all gamepads and 

platforms, easily integrated into games, providing a multimodal approach to developing 

reusable haptic effects: through a user-friendly graphical interface within the engine, from 

audio files, or programmatically. The described model can be extended to support mobile 

phone vibration and integration with other feedback systems. Finally, its underlying 

philosophy can be transferred to other game engines and other devices capable of providing 

haptic feedback. 

 

Keywords: 
gamepad vibration/rumble, haptic feedback, game development, immersion, Unity 

1. Introduction 

The immersiveness of the video game is its ability to “draw” the player into its virtual world and 

create a strong sense of presence and engagement by allowing the player to experience the game as if 

they were “in the skin” of the main character. Therefore, it is probably the most desirable feature of a 

video game that largely guarantees its success and good reactions from players. In immersive video 

games, the feedback provided by the game through monitor, speakers, and controller replaces the 

player’s real senses, creating virtual senses that enable the player to experience and feel events and 

objects in the game as if they were in his physical reality [1]. 

Over the years, the visual and audio aspects of video games have reached a remarkably high level 

of fidelity, practically becoming an extension of the player's senses of sight and hearing in the video 

game world. The quality of graphics and visual effects is constantly becoming more impressive and 

realistic, and the abundance of quality audio effects has become the standard. In order to push the limits 

of immersion and provide players with an even more realistic, tangible, and intimate experience, video 

games rely on haptic feedback to stimulate the sense of touch. 

In the context of application in video games, haptic feedback is provided through different types of 

video game controllers that stimulate the muscles, joints, and receptors in the user's skin using a wide 

range of stylized vibrations. Their purpose is to amplify the simulation of the user's interaction with 

objects and events from the virtual world of the video game, with the aim of making the player feel 

more connected to the game. Studies have shown [2] that haptic feedback directly affects the 

immersiveness of a video game, which is especially manifested through the player's awareness of his 

surroundings in the game. For instance, haptic feedback can be utilized to simulate different forces that 

directly or indirectly affect the player, to emphasize dramatic situations, or to direct the player’s 

attention to specific events and actions of non-playable characters in the game [3]. 
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The most common and cost-effective method of providing haptic feedback is through the vibration 

of the gamepad controller, i.e. gamepad rumble, which is generated by several vibration motors built 

into the gamepad that can operate at varying speeds. Although most gamepads nowadays contain some 

type of vibration motors, not all games support haptic feedback. Video games must contain explicitly 

implemented programming functions to provide haptic feedback, as well as various haptic effects, i.e. 

rumble patterns that will be played to the player when certain actions in the game occur. In order to 

ensure the correct use of haptic feedback and achievement of its benefits, it is necessary to carefully 

design and synchronize the haptic effects with events in the video game. Additionally, new 

functionalities and contents that are subsequently added to the game sometimes require the creation of 

new adequate haptic effects. The development of such a system requires additional time investment by 

the development team, which can often be challenging to fit into the deadline or budget for video game 

development. As a result, many games do not support haptic feedback at all or only feature a small 

number of basic haptic effects. 

Research indicates that a prototyping tool with a graphical user interface greatly facilitates the design 

and testing of haptic vibrotactile effects, particularly when compared to creating these effects directly 

through writing code [4]. Similar findings emerged from our teaching in several university courses over 

the past 14 years, including Game Development Process, Virtual Reality Systems, Visual Programming 

for Animation, and Scripting Languages for Computer Animation. In these courses, students develop 

video games, simulations, and various different virtual experiences using popular game engines. Work 

on lab exercises indicated that the current approach to designing and testing haptic effects in popular 

game engines could be improved to enhance efficiency, intuitiveness, and overall effectiveness, 

particularly in a university environment where time for lab exercises is limited. 

This paper aims to present a flexible program model for the rapid implementation of gamepad 

vibration in games created using the Unity engine. The developed model enables fast and efficient 

prototyping, creation and adjustment of haptic effects through the streamlined user interface directly 

inside of the game engine, without the need for any additional software. One distinctive advantage of 

the solution presented in this paper is its flexibility, because it provides a multimodal approach to haptic 

effect creation. Specifically, users can manually create haptic effects through the graphical user 

interface, generate them from audio files, or programmatically in real time using predefined functions. 

These methods for effect creation can be combined depending on the use cases, requirements, and user 

preferences. Created effects are stored as assets within the video game project and they can be copied 

and reused in other video games. 

The paper is divided into five sections. The second section reflects on related work in this area and 

outlines the strengths and weaknesses of existing program support for gamepad vibration in the most 

popular game engines. Design and implementation of the program model are described in detail in 

section three, while section four identifies its limitations and suggests areas for future improvements. 

The fifth section concludes the paper. 

2. Previous work 

Before the implementation of the proposed solution, an analysis was conducted on existing solutions 

in the most popular game engines, their assets and packages, external software tools, and scientific 

papers. The findings of this analysis are presented in the rest of this section. These conclusions were 

used to determine the fundamental requirements and desirable features for the proposed solution. 

In general, most popular game engines provide only basic built-in functions for creating gamepad 

vibrations, while more advanced functions can be eventually added through assets and packages 

available for the specific engine. Additionally, sometimes more advanced features exist within the 

engine, but are platform dependent and exclusively available to licensed developers during the 

development of games for specific consoles and their controllers. In their native form, without use of 

any additional assets, Unity and Godot offer only the most basic functions for vibration, which can be 

used as a basis for the implementation of more advanced and comprehensive vibration algorithms. 

Unity engine provides basic functions for controlling gamepad vibration, including adjusting the 

speeds of the left and right motors, pausing, resuming, and completely stopping the vibration [5]. Next, 

several packages for the Unity engine that extend the range of its functionalities for gamepad vibration 
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will be described. These assets rely on Unity’s new Input System package. It is important to note that 

these assets are not free and are licensed on a ‘per-seat’ basis, meaning that each asset can be installed 

on only one computer. A separate license must be purchased for each computer, employee, or student 

that will use it. 

Haptic package by Abthoclo [6] for Unity enables easy integration and design of haptic feedback in 

PC and console games. It features a simple user interface for creating haptic effects and a visual preview 

within the Unity editor (Figure 1a). Users can design haptic effects by adjusting duration and intensity, 

i.e. gamepad motors' speeds using curves. The preview section shows curves for the left and right 

vibration motors, plays both curves simultaneously on the gamepad, and includes a playhead with start 

and stop options for controlling playback of the preview. 

Nice Vibrations package for Unity is a powerful solution that offers a lot of features for adding 

haptic feedback to iOS, Android, PC, and console games. The package contains a set of sample haptic 

clips and includes functions for controlling playback and adjusting the intensity or sharpness of effects 

at runtime. It allows playing native haptic presets, creating transient and continuous haptic effects by 

specifying intensity and sharpness, and using advanced haptic patterns defined by AHAP (Apple Haptic 

and Audio Pattern) files or waveform assets [7]. For continuous haptics, intensity and sharpness can be 

specified with curves. Advanced haptic patterns intended for gamepads are saved as RumbleWaveForm 

assets. These assets have a precise, but complex and cumbersome format (Figure 1b), making manual 

editing tedious for users. Therefore, the most convenient approach to creating advanced patterns for 

gamepad vibration is by converting AHAP files. Designing AHAP files or generating them from audio 

clips can be done using external software tools like Haptrix [8], Meta Haptic Studio [9], and others. 

However, if users need to adjust the gamepad haptic effect after generating the RumbleWaveForm asset 

from an AHAP file, they often need to repeat the entire process due to the inconvenient format of 

RumbleWaveForm assets. Additionally, previewing haptic effects within the editor is not possible 

without running the project. There is no visual representation of the effect with a playhead to indicate 

which part of the effect is currently playing, making it challenging to identify where effect needs to be 

adjusted. Consequently, users must rely on external software tools to design advanced haptic effects or 

adjust them after they have been generated from audio and AHAP files. 

Godot provides similar functions as Unity, with the exception that it does not include separate 

functions for pausing and resuming the vibration. However, during the initialization of the vibration, in 

addition to motor speeds, the total duration of the vibration can be optionally declared [10]. There are 

still no packages and assets that extend the engine functionality related to haptic feedback and controller 

vibration. This is primarily due to the fact that Godot is still relatively new, its community, user base, 

and market are smaller, and the engine is more frequently used among hobbyists and indie developers 

than in the professional industry. 

Unreal Engine provides the most complete and advanced built-in system for implementing gamepad 

vibration among all game engines. This system allows the creation of Force Feedback Effect assets that 

contain properties defining specific haptic effects (Figure 1c). An arbitrary number of channels can be 

created when creating an asset, and each channel can reproduce a different effect whose pattern is 

defined by a curve and a list of vibration motors on which that effect will be reproduced. Created Force 

Feedback Effect can be played on a specific device once or looping, stopped and added to any actor 

during live gameplay. Effects can be reproduced from a specific source in the video game world, where 

their intensity will depend on the distance of the source from the player. However, it is not possible to 

freely define the influence curve of the distance of the player from the source on the intensity of the 

effect. Unreal Engine offers audio-based vibration as an experimental feature, currently supported only 

for the PS5 DualSense controller. There are additional features such as trigger feedback, resistance, and 

vibration, but these are platform-specific and primarily available for consoles and certified developers 

[11]. Although effects can be previewed in the editor, there is no visual representation of the effect 

unless a specific effect is opened in the Force Feedback Effect editor. Additionally, there is no playhead 

to track preview progress.  

Interhaptics offers tools like the Haptic Composer and uses HAPS (Haptic Authoring and Playback 

Standard) files to facilitate the integration of haptic feedback into projects developed with Unity and 

Unreal Engine. Haptic effects are stored in .haps files, which are general, platform-agnostic, and written 

in a JSON-based format. These files are created and edited using the external Haptic Composer tool, 

and they are integrated into projects through APIs and tools provided by Interhaptics SDKs and plugins 
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for Unity and Unreal Engine. The Interhaptics SDK manages the translation of haptic experiences to 

the chosen peripheral device [12]. Haptic Composer (Figure 1d) is probably the most comprehensive 

software tool for creating haptic effects. It supports a wide array of devices and platforms, offers a 

feature-rich editor and preview for in-app testing, includes haptic presets and enables the translation of 

audio files to haptic effects. However, it is important to note that this tool is installed and used 

independently of the game engine. 

VibEd is a web-based editor tool made for prototyping of vibrotactile haptic effects for Xbox 

gamepads, iOS and Android devices. It was developed as a part of research done by Nordvall et al. [4]. 

This editor visualized the amplitude and durations of signals as a waveform, so users were able to 

sketch, test and adjust haptic effects (Figure 1e). Effects created with this tool could be tested 

immediately using a player application on the device and exported into code that can be used in 

development. The code generated by this editor needs translation for different platforms, requiring 

dedicated libraries and plugins to reproduce effects on specific devices. No game engines were used to 

develop the VibEd editor, its plugins, and libraries. Gamepad vibration module is implemented using 

the Microsoft XNA framework. The VibEd editor, while useful for testing vibration signal ideas more 

efficiently than writing code, has several limitations identified by designers who participated in the 

research. It lacks support for explorative sketching and dynamic signals connected to variables. 

Designers suggested improvements such as incorporating predefined template signals, generating 

haptic signals from audio and expanding timeline functionality. Specific recommendations included 

adding copy/cut/paste functions for signals, a grid for time intervals, and a playhead for better timeline 

navigation. Findings from this paper provide a crucial insight into features that enhance the usability, 

work efficiency, and user experience of such a tool. 

 

 
Figure 1. Haptic Effect editor and preview in Haptic package for Unity (a), Continuous haptic feedback 
and gamepad RumbleWaveFormAsset creation in Nice Vibrations package for Unity (b), Force 
Feedback Effect editor and preview in Unreal Engine (c), Interhaptics Haptic Composer software tool 
(d), VibEd web-based editor tool (e) 

 

The program model described in this paper was created with the aim of offering a comprehensive 

solution based on the experiences of existing solutions, fully integrated within the game engine, and 

featuring a visual, practical and highly functional preview. During development, the goal was to adopt 

and enhance the strengths of existing solutions while overcoming their limitations, as much as it is 

possible in current scenario.  

  

a b

c d e

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

176



3. Design and Implementation 

The Unity engine was chosen for the implementation of this solution, because it is scripting-oriented 

and relies heavily on writing C# code. It allows for extensive editor scripting, enabling developers to 

create custom editors, tools, and workflows within the Unity Editor. Due to the similarities between the 

Unity and Godot engines, and Godot's support for the C# programming language, the proposed solution 

can be easily adapted to work with Godot. Therefore, it can be said that this solution is almost instantly 

compatible with two of the three most popular game engines currently available. Certainly, its 

underlying philosophy can also be applied to other game engines, including Unreal Engine, or outside 

of any game engine, but these would naturally require more significant changes than those needed for 

Godot adaptation. Finally, the limited range of built-in functionalities related to gamepad vibration 

within Unity and Godot engines, compared to Unreal Engine, was another motive for this choice. 

This solution is designed to be completely generic and to integrate easily with any Unity game. It 

allows game designers to create haptic effects without programming skills, enabling a clear division of 

responsibilities within the development team by letting specialized teams focus on designing haptic 

effects while developers handle their integration and execution in the game. The only prerequisite for 

using this program model is to implement Unity's Input System package [13] in the project, which has 

long been the standard for processing user input. Since Unity's Input System is designed to create a 

common interface for all input devices, this implementation should work for console controllers and 

any generic controller with vibration motors. 

A greater degree of user control requires greater complexity of the program model. During the 

development of this solution, a usable compromise was sought between the degree of user control and 

the complexity of the model. The foundation of this program model consists of three main classes, 

whose functionality, organization and extensibility are improved with several additional classes and 

enumerations. Class diagram of this program model is shown in Figure 2. 

 
Figure 2. Class diagram of the proposed solution 

 

The HapticManager class handles the global configuration and control of haptic effects, 

balancing and blending simultaneous effects, and integrating with other game systems like audio and 

camera system. Implemented as a Singleton, it ensures a unique, globally accessible instance that 

persists across scenes, facilitating high-level haptic feedback management and easy integration into 

projects. The HapticManager can play, pause, resume, and stop one specific or all haptic effects, 

blending them and sending calculated intensities, i.e. motor speeds to the gamepad. Users can specify 

the source location and targeted gamepads for each effect. Additionally, it provides methods to 

programmatically generate predefined haptic effects, such as constant, pulsating, and various wave 

vibrations, without needing to create HapticEffect objects in the Editor. It allows users to adjust 

or disable haptic feedback through game settings, which is particularly important, because a certain 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

177



percentage of players perceive it as distracting, irritating or unpleasant, and excessive exposure to 

vibrating controllers can, in some cases, result in Hand-arm Vibration Syndrome (HAVS) [14]. 

The HapticEffect class, inheriting from 

Unity's ScriptableObject class, models 

individual haptic effects. These assets are created 

in the Unity Editor via the Assets/Create submenu 

within the Project window, they are lightweight 

and can be copied into other Unity projects, 

making them reusable like 3D models and audio 

effects. Properties of this class, adjustable in the 

Inspector window, include looping and duration of 

the effect, motor vibration intensities, and their 

changes over time and distance using animation 

curves. By varying and combining these 

properties, developers can design realistic haptic 

feedback for diverse game scenarios and events. 

The HapticEffectEditor class, 

inheriting from Unity's Editor class, defines a 

custom visual editor for creating and previewing 

haptic effects (Figure 3). Users can create effects 

by adjusting animation curves, dragging audio 

files, or combining both methods. Current 

algorithm generates curves for gamepad motors by 

analyzing amplitude changes in the audio clip. The 

preview section displays animation curves 

representing the changes of vibration motors' 

speeds over time and allows playback of haptic 

effects directly in the editor while the gamepad is  

 
Figure 3. Custom visual editor for design and 
preview of Haptic Effect object 

connected, without the need to start the project (Figure 4a). A playhead marker tracks effect curve's 

playback progress, supporting real-time adjustments. When effects are created based on audio clips, a 

normalized audio waveform is displayed behind the curves, facilitating precise editing and 

synchronization. Users can toggle the playback of the audio clip or haptic curves during the preview.  

During in-game playback, the HapticManager calls methods of active HapticEffect 

instances each frame to calculate their individual motor intensities. These calculations are based on the 

effects' properties, current reproduction progress, and the player's spatial position relative to the effects' 

sources. The HapticManager then blends the calculated intensities of all active effects, determining 

the final speeds for the gamepad's vibration motors, which are then sent to the gamepad (Figure 4b). 

 
Figure 4. Workflow schema of the proposed solution: Design of Haptic Effects (a), Gameplay Loop (b) 
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4. Limitations and Future Work 

This programming model was developed for the generally most common generic gamepad controller 

with two vibration motors in the handles. It can be adapted to support motors in triggers of the gamepad, 

such as those found in the Xbox One and Sony's DualSense controllers, but this adaptation requires 

access to specialized programming support, which is available only to licensed console developers. 

Obviously, hardware will put limits on the level of control haptic effects will have over the gamepad 

motors. The responsiveness of the motors and the rate at which the speed can be updated depend on the 

hardware and drivers [5]. In general, the quality and level of detail in vibrations are limited due to the 

use of Eccentric Rotating Mass (ERM) actuator technology, which is prevalent in most gamepad models 

on the market. Haptic effects created using the solution proposed in this paper will work on next-

generation controllers and they will be reproduced much more precisely, sophisticatedly, and tangibly. 

For instance, motors located in the handles of Sony's latest DualSense controller [15] use Voice Coil 

Actuator (VCA) technology, which allows for very fast changes in intensity and frequency of vibration. 

Although these limitations originate from the hardware and not the proposed solution, it is important to 

consider them when designing haptic effects to minimize their impact on effect reproduction. 

Additionally, since Input System API calls must be made from the main thread, the timer resolution for 

playing haptic effects is limited to 1/60 FPS. One possibility to improve playback quality of haptic 

effects on gamepads is by automatically adjusting the number of breakpoints that can be played by the 

Input System [7]. 

The most important area for future work is the improvement of algorithms for generating haptic 

effects based on audio files. This can be accomplished through a comprehensive research and analysis 

of the methodologies used by Interhaptics' Haptic Composer and implementation created by Sony for 

its DualSense controllers [15]. The sound could be represented in the form of a vibration where the left 

and right audio channels represent the left and right sides of the controller. This approach could be 

further strengthened by using a machine-learning classifier that is built on expert-labeled datasets [16]. 

It is also possible to implement the generation of haptic effects based on AHAP files, following the 

example of the Nice Vibrations package. In both cases, it is necessary to focus on efficient and practical 

mapping of the generated effects to the animation curves within the editor, in order to maintain the 

possibility of the user to subsequently change and adjust the effects.  

Adapting the philosophy of this program model for other game engines, especially Godot, would be 

beneficial for expanding its reach and usability in different development environments. Although this 

version is specifically intended for gamepads, with certain modifications it can be adapted to work for 

mobile phone vibration systems as well.  

5. Conclusions 

With the increase in the prevalence of gamepads that have the ability to vibrate and the constant 

improvement of hardware technologies in them, it is up to video game creators to support and more 

creatively use these capabilities, as haptic feedback plays a crucial role in video game immersion. 

Program model described in this paper is designed to be generic and easy to integrate into existing 

games developed using the Unity engine. It provides users with different approaches to creating 

reusable haptic effects, a user-friendly graphical interface for editing effects, and a comprehensive, 

robust preview system directly within the game engine editor. These advantages increase work 

efficiency and productivity, allowing programmers and game designers to focus on creating realistic, 

creative, and sophisticated haptic effects that will be reproduced in the game, rather than on 

implementing logic for processing haptic effects and reproduction of the vibration itself. 

Presented solution offers a high degree of flexibility and extensibility, so in the future, it can be 

adjusted, adapted for other game engines and devices, and synchronized with other feedback systems 

in the game in order to provide the player with an even more immersive experience. In addition to that, 

the priority for future work is to improve the algorithms for generating haptic effects, specifically 

animation curves for the device's vibration motors, based on audio and AHAP files. Furthermore, the 

limitations of the device's vibration motors should be precisely considered in order to minimize their 

impact on the reproduction of the created effects. 
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Abstract: 
In today’s e-commerce, there is a need for intelligent recommendation systems to help 
consumers choose products. This paper presents an upgrade to traditional e-commerce 
systems by implementing a knowledge-based recommendation system. The focus is on 
collaborative filtering, which uses data on consumer preferences to provide personalized 
product suggestions. A user-user collaborative filtering algorithm is applied, which groups 
users according to similarities in their choices and suggests products that are popular 
among consumers with similar preferences. 
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1. Introduction 

In today's society, which is deeply connected to the Internet and technologies, information systems 
play a key role in daily activities, especially in electronic commerce. These systems, known as e-
commerce information systems, enable easy and efficient trading of products and services over 
computer networks, such as the Internet [1]. Due to the huge amount of data they operate with, they are 
ideal for upgrading with intelligent components [2]. 

Analyzing the data that is generated on a daily basis is a powerful tool for transforming this data into 
knowledge, gaining invaluable insights, and discovering patterns and trends previously unknown. The 
acquired knowledge revolutionizes business operations and is an instrument for companies to survive 
and remain competitive. The benefits that businesses receive from the transformation of data into 
knowledge are multiple: improved decision-making guided by data and knowledge, better user 
experience, improved sales and optimization of processes in the organization, that is, increased 
efficiency and productivity. 

For those reasons, the main emphasis in this paper is on the possibilities of upgrading e-commerce 
systems with a knowledge-based recommendation system and the way to implement such type of 
upgrade. The focus of the paper is to synthesize new knowledge and identify techniques for upgrading 
classic e-commerce systems with intelligent components through the analysis of relevant literature and 
examples, with a special emphasis on knowledge-based recommendation systems. After the 
introductory part, an analysis of relevant literature from the researched area is made, from where the 
main idea comes, the implementation of a proposal - a solution that includes upgrading the Reusable 
system for e-commerce with a recommendation system based on knowledge, which is presented in the 
third part of the paper. In the final part, concluding observations and future recommendations for further 
advancement and improvement of the proposed implementation are given. 

2. Previous work 

A group of researchers highlight two factors as the main ones that determine the future survival and 
success of organizations, namely electronic commerce [3] and knowledge obtained from consumer data 
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[4]. They encourage the use of e-commerce and the Internet as a platform for accessing and gathering 
consumer knowledge. 

E-commerce systems abound with diverse data on products, consumers, their orders that can serve 
to generate knowledge and extend it with intelligent components [5]. Analysis of this data and its 
transformation into business knowledge will allow a better understanding of customers by analyzing 
their purchasing preferences. This information can be used to improve marketing campaigns, user 
experience or product range, but very importantly it can be used for personalized user recommendations. 
Knowing customers allows them to receive individual product recommendations based on their 
previous purchases or the purchases of other customers with similar preferences. It leads to customer 
satisfaction and increased sales by providing relevant products at the right time. Equally, decision 
makers can determine which of their products perform best in inventory management and can find out 
whether their prices are attractive to customers. 

However, subjective measures of user experience from information systems do not always 
emphasize the importance of cognitive and "emotional" perceptions, especially in the context of online 
shopping [6] [7] [8] 

In that context, ontologies play a key role, which are increasingly present nowadays. Their number, 
complexity and the domains they model are constantly increasing significantly. Conversion of databases 
into ontology is one of the key areas of research in the field of Data Science and Knowledge Science. 
Ontologies, as structures defining relationships between concepts, are acknowledged in this paper as 
integral to knowledge representation in recommendation systems. In this work, knowledge vectors are 
applied as a type of ontology to represent consumer preferences and product relationships.  

When data acquires semantic meaning, knowledge can be generated from it in two ways: by creating 
knowledge graphs or by creating knowledge vectors [9]. Knowledge graphs can often become 
inefficient and challenging to manage as data volume grows, impacting scalability and performance. 
For this reason, this paper focuses on knowledge vectors, which represent knowledge mathematically 
as multidimensional vectors, with each dimension indicating a specific attribute or meaning. By using 
knowledge vectors, consumer preferences and product relationships are quantified efficiently in the 
background, making them well-suited to the needs of this recommendation system. 

According to Tarus, Niu and Mustafa, in recent years, knowledge vectors are increasingly applied 
to recommendation systems in order to overcome the problem of lack of consumer-product interaction 
and to represent the large number of attributes in one ontological structure [10]. 

Recommendation systems are grouped into three basic classes [11]: collaborative filtering: analyzes 
the activities of the user and other users with similar interests to predict what he would like and suggest 
appropriate products; content-based filtering: relies on keywords from product descriptions and content 
related to the user profile to make recommendations; hybrid filtering: combines techniques from the 
previous two methods for a wider range of recommendations. Furthermore, collaborative filtering is 
divided into three subgroups: user–user: based on preferences of similar users; product-product: 
recommends products similar to previously selected products by the user; combined systems: use data 
about user preferences for specific products. 

3. Upgrade of an e-commerce system with a knowledge-based 
recommendation system 

Reusable e-commerce information system is a system consisting of integrated systems: Airtable, 
Ongoing, WooCommerce, Refurbed and the Swedish accounting system - Fortnox system. Serving as 
the central hub, it handles data and information about the products and the orders made and presents 
them on an intuitive Graphical User Interface (GUI) through which the products are managed before 
they are published for sale on different platforms and with the orders made. In other words, the system 
provides an opportunity for quick and easy publication of products for sale on the Reusable or Refurbed 
site, as well as review, monitoring and editing of orders made by consumers. 

Building on methodologies for transforming consumer data into valuable insights, this enhanced e-
commerce system goes beyond conventional data processing, converting operational data into 
meaningful knowledge that greatly increases its practical value. By integrating an intelligent 
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component, the system now supports knowledge-based recommendations, offering tailored and more 
effective suggestions for consumers, ultimately boosting both user experience and system performance. 

Ontology plays a pivotal role in this context as a foundational framework that facilitates extracting 
meaningful knowledge from data. It provides a structured representation of concepts and relationships 
within the data domain, enabling the organization and interpretation of complex information. The 
ontological framework is a key source of ideas for generating knowledge vectors, effectively 
encapsulating consumer preferences and product relationships in a mathematically representable 
format. Knowledge vectors are utilized to represent consumer preferences and facilitate the creation of 
personalized recommendations based on the semantic meaning derived from data. 

To implement a recommendation system that is based on the extracted knowledge about the 
preferred products by consumers, knowledge vectors were used, which according to Guntars are easy 
to group by similarity [12], thus giving each consumer a suitable proposal. 

Based on the primary classification, the specific recommendation system belongs to the group of 
collaborative filtering systems and that of the user-user class. Namely, for a certain consumer/user, the 
system provides a proposal - products based on the products preferred by users with similar preferences. 

This recommendation system follows several steps: 
• Data loading, preprocessing, and transformation: Relevant data, including product listings, 
consumer orders, and itemized purchases, is loaded and preprocessed using the SQLAlchemy 
library. Data cleaning is performed with NumPy to ensure consistency and relevance, after which 
order data is merged with item details, creating a refined dataset for analysis. 
• Construction of consumer-product interaction matrix: an interaction matrix is built, where the 
rows represent the consumers and the columns represent the products. In the intersection of the row 
and the column is the ordered quantity of the product by the consumer. 
• Extraction of knowledge from data and knowledge vector creation: knowledge vectors are 
generated in the background from the consumer-product interaction matrix. For each user a vector 
is created that represents their preferences and for each product a vector is created that represents its 
"occurrence" in orders or how many it is often commissioned and by whom. 

• User knowledge vector: This vector reflects a user’s interactions across products. For 
example, the vector for user ana@example.com  is: 

𝑈𝑎𝑛𝑎 =  [3,0,5,2,1], (1) 
 
representing her engagement levels: 
1. Product 3: High engagement: 

𝑈𝑎𝑛𝑎,3 =  5 (2) 
 

2. Product 5: Minimal interaction: 
𝑈𝑎𝑛𝑎,5 =  1 (3) 

 
3. Product 2: No interaction: 

𝑈𝑎𝑛𝑎,2 =  0 (4) 
• Product knowledge vector: constructed and represented analogously to user vectors, 

these vectors quantitatively capture engagement levels across users for each specific 
product.  

• Application of the collaborative filtering algorithm: on the obtained knowledge vectors, the 
collaborative filtering algorithm is applied through: 
• Calculation of cosine similarity between consumers: using the Scikit-learn library, the 
similarity of the obtained knowledge vectors is calculated according to the cosine similarity (with a 
range of values from -1 to 1) that calculates the angle between two vectors [13]. A lower value 
simultaneously means a lower similarity in preferences and vice versa. 
• Identification of similar consumers: for the given consumer, the most similar ones according to 
the cosine similarity are found. 
• Calculation of average product quantity: purchased by consumers with similar preferences, the 
average quantity purchased is calculated. 
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• Exclusion of previously purchased products: products already purchased by the target consumer 
are excluded, as they are less likely to be repurchased. 

• Generation of final recommendations: the system provides recommendations based on the top 
n products purchased by consumers with similar preferences that the target consumer has not 
yet bought. 

 
Figure 1: Workflow of the proposed recommendation system 
Source: From the Authors 
 

The proposed system is fully functional and allows the generation of product recommendations 
based on consumers with similar preferences. So for example, for a consumer with email address 
ana@example.com, product recommendations will be generated based on products consumed by 
consumers most similar to this consumer. By activating the appropriate system and entering the email 
address as an input parameter, the system generates recommendations (Figure 2). 
 

 
Figure 2: Application of the recommendation system 
Source: From the Authors 
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Executing the Python script is from the location where it is placed via the "python" command. The 
first argument is the name of the script to be executed (recommendations_test.py), while the second 
argument is the email address of the specific consumer for whom recommendations should be generated 
(ana@example.com) (Figure 2). By applying collaborative filtering and taking into account the 
preferences and products ordered by users most similar to this consumer, the system results in 10 
products along with their specifications. The specifications include the product name (instance name) 
and the product code (sku). Recommended products for this consumer include several smartphones, 
such as CAT S41, CAT B35, Microsoft Lumia, Sony Xperia 10 III, Samsung Galaxy S20+, LG G8s 
ThinQ and iPhone 13, a laptop backpack (Upcycling Deluxe), as well as two laptops ( HP Pro x2 612 
G2 and Fujitsu Lifebook E546). 

4. Contribution 

This paper contributes to the advancement of e-commerce systems by introducing a sophisticated 
knowledge-based recommendation framework, centered on user-user collaborative filtering. The 
system leverages knowledge vectors and cosine similarity to identify patterns in consumer behavior, 
facilitating the generation of precise, personalized product recommendations. By transforming raw 
transactional data into actionable insights, the proposed model enhances user satisfaction, drives 
targeted marketing efforts, and improves overall system efficiency. The integration of intelligent 
components within traditional e-commerce architectures paves the way for more informed decision-
making and optimized consumer experiences. 

5. Conclusion  

The knowledge-based recommendation system successfully upgrades the classic Reusable e-
commerce system with an intelligent component, enabling personalized product suggestions. By 
applying user-to-user collaborative filtering, the user experience is improved through recommendations 
based on similarities between consumers. More precisely, through the application of knowledge vectors 
and the calculation of cosine similarity, similar consumers are identified and product recommendations 
are issued. Focusing on the preferences of similar users while excluding already purchased products 
enables relevant and targeted recommendations that will meet user preferences. This approach 
significantly contributes to improving the efficiency of e-commerce, optimizing the product selection 
process for each individual user. 

Future upgrades to the system could also include product-to-product recommendations, where 
similarity is determined by the characteristics of the products themselves. This approach would offer 
an even deeper level of personalization, enabling recommendations for products that the user has not 
purchased, but are similar to those they have been considering. Such a strategy will not only increase 
user satisfaction, but also significantly contribute to long-term sales growth and customer loyalty, 
setting the e-commerce system at a higher level of efficiency and competitiveness. 
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Abstract: 
In this paper, the authors highlight the fundamental elements of the automotive industry and 
the statistics on the demand for cars. Through a review of various literature, the authors 
emphasize the most important segments within the application of the Internet of Things in the 
automotive industry. This paper presents the basic concept and application of the Internet of 
Things in various areas, facilitating rapid and efficient implementation. The aim of this paper 
is to present literature where specific completed projects are showcased, clearly demonstrating 
the application of the Internet of Things in the automotive industry. This paper presents 
solutions that aid in car parking in urban areas, as well as the navigation of cars and other 
vehicles via GPS. 
Keywords: 
Automobiles, Automation, sensors, Internet of Things, Automotive industry 

1. Introduction 

The Internet of Things (IoT) is a relatively new technology with numerous innovations, initially 
conceived by Kevin Ashton in 1999 for a sensor project. It refers to a network of physical objects 
equipped with sensors, software, and other technologies to exchange data with other devices and 
systems over the Internet. These objects range from everyday household items to advanced industrial 
tools. McKinney defined IoT as the integration of sensors and actuators in physical objects connected 
via wired or wireless networks, often using the Internet Protocol (IP). [1]  

Technology is an indispensable part of our lives, constantly transforming us and enabling access to 
an increasing number of achievements. In that light, the relatively new phenomenon, the Internet of 
Things, or machine-to-machine (M2M) technology, opens the door to numerous possibilities and 
promises. IoT is defined as a network where smart machines collectively collect data, exchange 
information, process it, and take actions, autonomously and in collaboration with others. This 
technology brings about a revolution in how we interact with our environment, allowing machines to 
autonomously respond to data and the surrounding environment. One of the key elements driving the 
development of IoT is the use of artificial intelligence (AI), known as Intelligent IoT. This technology 
enables machines to mimic human thinking and decision-making, thereby improving the quality of 
services they provide. Through the use of AI, IoT becomes capable of providing more personalized and 
accurate services, contributing to higher levels of reliability and user satisfaction. Because of these 
innovations, IoT becomes a key player in our lives, transforming the way we perform everyday 
activities and tasks. From smart homes to smart cities, IoT opens up unlimited possibilities for 
improving efficiency and comfort in life. IoT represents a revolution in how technology is integrated 
into our lives. With an increasing number of smart devices interconnected and communicating with 
each other, the future that IoT brings promises to be increasingly intelligent, efficient, and personalized. 
[8] 

The introduction of the Internet of Things technology into the automotive industry represents a 
revolutionary step towards creating smarter, more connected, and safer vehicles [2]. In the early 2010s, 
the automotive community recognized the potential of IoT for remotely monitoring and addressing 
vehicle defects, resulting in reduced issues and improved vehicle quality. The integration of Dedicated 
Short-Range Communication (DSRC) devices into the Vehicle-to-Everything (V2X) communication 
system in 2012 further enhanced IoT performance in vehicles, enabling more efficient data exchange 
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between vehicles and infrastructure [3]. At the same time, research has shown that IoT can be used to 
address key transportation challenges, such as monitoring road conditions and detecting irregularities, 
further contributing to improved traffic safety and efficiency. 

The first major step in commercializing IoT technology in automobiles was the introduction of the 
Toyota Mirai in 2016, as the first mass-produced car to utilize IoT for performance and functionality 
enhancement. This event marked a milestone in the development of the automotive industry, 
demonstrating the power of IoT in transforming traditional vehicles into smart, connected entities. 

The rapid growth of IoT technology in the automotive industry has not gone unnoticed in the market. 
Analysts have predicted that by 2020, around 250 million vehicles will be equipped with IoT 
technology, while the market value of IoT is set to skyrocket from $20 billion in 2016 to $100 billion 
in 2023. This rapid growth underscores the increasing importance of IoT in improving transportation, 
facilitating travel, and enhancing road safety. [4] 

Through real-time vehicle performance monitoring and fast detection of irregularities, IoT 
technology not only improves the efficiency of smart vehicle production but also enhances the driving 
experience by enabling better information sharing among drivers, reducing travel disruptions, and 
decreasing the number of traffic accidents. The automotive industry, along with related sectors, has 
become a leader in implementing IoT technology, setting standards for the future of connected mobility. 
[5,6,7] 

The authors have divided this paper into several parts. The first segment of the paper is a research 
problem in automotive industry in general. The second segment is about basic concept of the Internet 
of Things. And the third segment is literature review of Internet of Things in the Automotive industry. 
The final part is conclusion which is the part for future research. 

2. Research problem 

The automotive industry produced over 93.5 million vehicles in the previous year of 2023. This fact 
indicates exponential growth in the automotive industry compared to previous years of vehicle 
production. The leading country in the world in vehicle production in the previous year of 2023 is 
China, which produced over 30 million vehicles. The second-largest vehicle-producing country is the 
USA with 10.6 million vehicles, while Japan ranks third with 8 million vehicles produced. Innovations 
in production contribute to facilitating people's daily lives as well as technical and technological 
advancement. According to research, customers today seek futuristic products with which they can 
connect and synchronize to fully meet their needs. The emergence of new functionalities in the 
automotive industry provided by IoT results in customer satisfaction and increased sales. [9] 

Currently, the automotive industry requires automated and diverse multipurpose applications to 
address current challenges in the transportation sector. Self-driving cars, trucks, and other vehicles are 
now present and actively used in certain countries worldwide. The development of the automotive 
industry does not stop there but aims to provide the best possible experience for its customers. It is in 
this segment that synergy between the automotive industry and IoT occurs.[10] 

This paper will showcase examples of synergy between IoT and the automotive industry, while also 
highlighting potential issues that can be addressed in the near future. 

3. Concept of the Internet of Things 

In the near future, the number of internet-connected things will vastly exceed the number of people. 
Objects around us will be linked to the internet in various ways, enabling machines to communicate 
with each other instead of people. Various technologies such as mobile networks, satellites, WiFi, 
Bluetooth, and others will become part of the IoT, facilitating machine-to-machine communication. The 
key aspect of the IoT vision involves integrating smart devices with intelligence, sensors, and remote 
control capabilities. The Internet of Things is an advanced concept in the world of information 
technology that has been developing over the past decade. This technology enables a global network of 
interconnected physical objects, facilitating their communication with each other and with humans. IoT 
transforms the way objects in the world operate, allowing them to sense their environment, 
communicate, and react without human intervention. At the core of IoT are sensors and actuators 
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embedded in various items, generating large amounts of data for analysis. The Internet of Things was 
initially inspired by technologies like Radio Frequency Identification (RFID) and NFC, which enable 
the discovery of information about tagged objects over the internet. RFID is a key technology for 
building IoT [11]. IoT integrates physical objects into the cyber world using sensors, radio frequency, 
and other technologies for data collection and analysis. This technological revolution spans various 
aspects of the IT industry, from computing and communication networks to new technologies such as 
remote data collection and analysis. 

The application of the Internet of Things has wide usage in solving various industrial problems. 
Combining IoT with other techniques and technologies leads to significant advancements in different 
domains. For example, to reduce high electricity consumption in daily households, IoT sensor networks 
combined with image processing are applied. This approach can achieve the identification of human 
activities through image processing and adjust energy supply as needed with the help of IoT.  

Authors [12] state that a big data technologies such as NoSQL MongoDB, Apache Kafka, and 
Apache Storm play a crucial role in processing and storing data in the manufacturing industry. Apache 
Kafka provides a scalable infrastructure for real-time data processing, essential for fast and efficient 
analysis of large datasets. In healthcare, sensors connected to the Internet of Things are increasingly 
used to gather patient data. These data are often stored in systems like Apache Kafka and MongoDB, 
enabling continuous monitoring of health parameters and real-time data analysis. This has the potential 
to enhance diagnostics, patient monitoring, and personalized medical care. Internet of Things also 
brings significant changes in data security, transmission, fault tolerance, and transparency. This 
technology emphasizes decentralization and openness, enabling a wide range of applications across 
various industrial and business sectors. In agriculture, IoT technology is applied for supply chain 
management using platforms such as Hyperledger Fabric and Ethereum. These platforms enable precise 
tracking of products throughout the supply chain, improving efficiency and transparency in distribution 
and resource management. Integrating IoT technology requires careful planning and implementation, 
ensuring adequate data protection and compliance with privacy regulations. It is crucial to securely 
transmit and store data, while strictly adhering to legal and regulatory requirements to ensure effective 
and sustainable deployment of IoT solutions across all industrial contexts.[13,14] 

One of the main issues with the Internet of Things is its vastness and the absence of a unified 
architecture [15]. For IoT to function effectively, it requires a combination of various technologies such 
as sensors, networks, communications, and computing. Different researchers, authors, and practitioners 
have proposed various architectures and models of IoT to address these challenges. The Internet of 
Things is bringing significant technological changes into our lives, facilitating them through various 
applications in medicine, industry, transportation, education, and other fields. Despite offering 
numerous benefits, IoT faces challenges in governance and implementation, such as the lack of a global 
definition, the need for architectural-level standardization, interoperability among different 
technologies, and the necessity for protocol standardization to enhance global management.[16] 

4. Internet of Things in the Automotive Industry 

Recent technology research predicts that in the coming years, it will be possible to produce safer, 
smarter, zero-emission, and more energy-efficient vehicles thanks to advanced technologies such as 
wireless sensors, embedded systems, smart networks, lightweight materials, efficient engines, cloud 
computing, batteries, fuel cells, and intelligent converters. In addition to automotive technologies, other 
critical factors include road infrastructure, vehicle maintenance, driver attitudes, and regulations, which 
must work together to preserve nature and support clean environments and sustainable mobility [17]. 
The semiconductor industry is increasingly focusing on the automotive and industrial markets, 
particularly in developing intelligent IoT applications for workshop automation and network structures 
[18]. The complexity of software in modern vehicles requires rapid implementation of new features and 
improvements, posing a challenge for manufacturers due to the limited capabilities of current software 
updates in service centers [19]. Kirk and colleagues explore the possibilities of IoT technology, 
emphasizing device control via smartphones and the rapid development of connected devices in 
autonomous driving and transportation. They also propose an IoT-based system for dismantling old 
vehicles, while Liu and colleagues highlight the rapid advancement of IoT and its impact on the 
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automotive industry. This reflects excitement about integrating IoT into daily life, with a focus on 
smartphones and the continuous advancement of connected technologies.[20] 

Intelligent transport represents a global trend. European Union member states are collectively 
working on the development of intelligent transport. The authors conduct research contributing to the 
knowledge about the global traffic management agenda. Vehicle management during parking processes 
in urban environments is part of a trend leading to technological advancement. The Internet of Things 
enables access to data about physical objects such as parking spaces through embedded communication 
technologies via IP-based networks. This allows migration towards a fully IP environment in a later 
stage, where full automation of service-oriented use cases reveals the potential benefits of the proposed 
framework in this paper. The authors explore horizontal contributions to various research areas such as 
Internet of Things, Sensor Services, Business Modeling, Computer Search, Big Data Analytics, Real-
Time Processing, and implementation of smart parking applications on cloud platforms. Additionally, 
the focus is on innovations in security and privacy, crucial for access management at the sensor, service, 
and application levels. The paper considers four key dimensions of issues in parking systems. The first 
dimension is the interoperability of information and services in a globally connected continuum, where 
middleware has been developed to facilitate communication with parking sensors. The second 
dimension addresses service optimization through cloud brokers to meet interdependency and security 
compliance requirements. The third dimension explores the use of machine learning for processing real-
time data from parking sensors, while the fourth dimension develops a domain-specific language for 
modeling business processes and dynamic pricing of parking services in cloud-supported 
middleware.[21] 

Car-2-X technology represents a key element in achieving cleaner, safer, and more efficient traffic 
by enabling vehicles to wirelessly exchange information among themselves and with infrastructure. 
However, traditional wireless technologies like IEEE 802.11p, often used in Car-2-X applications, are 
characterized by narrow bandwidth and susceptibility to multipath fading and inter-user interference. 
Introducing ultra-wideband (UWB) technology offers a potential solution to these limitations. UWB 
radios transmit signals over a wider bandwidth (≥500MHz), resulting in higher immunity to multipath 
fading, reduced interference, high data transmission rates, and exceptional time-domain resolution [22]. 
This technology enables precise distance estimation between vehicles, crucial in scenarios such as 
cooperative platooning. To ensure reliable communication in all environments, a new scheme has been 
developed to dynamically adjust UWB physical layer (PHY) settings in real-time. This scheme 
optimizes communication performance and accurately determines distances between vehicles. The 
approach begins with an overview of the adaptive algorithm, detailed analysis of PHY setting 
performance, and real-time environment characterization using channel impulse response information. 
Evaluation of the proposed algorithm confirms its efficiency and reliability in practical Car-2-X 
technology applications.[23] 

The rapid advancement of technology and the increasing adoption of the Internet of Things have 
facilitated the creation of sophisticated methods for tracking mobile assets like cars and office 
equipment in real-time. Key technologies driving this progress include Wireless Sensor Networks 
(WSN), RFID and the Global Positioning System (GPS) [24]. IoT technology allows for dynamic 
monitoring of the location and status of various assets, such as cars, enabling real-time oversight and 
control of valuable resources via the internet. According to [25] and [26], IoT represents an innovative 
perspective and is critically important for effectively tracking valuable assets that are constantly in 
motion. However, the deployment of GPS in unstable environments remains a challenge due to its 
crucial role for users. The concept of the Internet of Things introduces opportunities for an open network 
environment where objects or things possess autonomous or intelligent entities. These entities 
collaborate seamlessly with other objects and operate independently based on their respective scenarios 
[27]. In the context of vehicle tracking, the GPS system facilitates straightforward navigation and 
monitoring of any car [26]. Within the IoT paradigm, the GPS module serves as a vital component. In 
practical terms, a tracked vehicle receives data via the network from sensors or RFID tags. The GPS 
transmits data in bytes that contain precise location details of the object, such as a car, including 
timestamp, longitude, latitude, and altitude. These details are essential for real-time tracking and 
management of vehicles.[28] 
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5. Conclusions 

The Internet of Things (IoT) is revolutionizing the automotive industry, bringing numerous 
innovations and improvements in safety, efficiency, and user experience. The application of IoT 
technologies in smart cars, fleet management, and security systems has shown significant potential in 
transforming traditional vehicles into intelligent and connected machines. IoT enables the development 
of autonomous vehicles and connected cars, providing drivers with advanced functionalities such as 
self-driving, real-time navigation, and personalized user experiences. IoT technologies enhance fleet 
management efficiency through real-time tracking, predictive maintenance, and route optimization, 
leading to cost reduction and increased productivity. The integration of IoT in the automotive industry 
brings advanced safety functionalities, including accident prevention systems and cybersecurity, thus 
increasing road safety. 

IoT brings numerous benefits, such as improved safety, efficiency, and user experience. However, 
it also faces challenges, including data privacy concerns, integration of various technologies, and the 
need for developing an appropriate regulatory framework. Trends indicate further integration of IoT 
technologies in the automotive industry, with a focus on developing fully autonomous vehicles, 
enhancing safety systems, and personalizing the user experience. Innovations such as V2X (vehicle-to-
everything) communication and advanced driver assistance systems (ADAS) are expected to become 
standard in the future. 

IoT is a key factor in the evolution of the automotive industry, bringing numerous benefits to 
manufacturers, drivers, and society as a whole. Although there are challenges to overcome, the 
advantages IoT offers in terms of safety, efficiency, and user satisfaction outweigh these obstacles. 
Further research and development in this field promise even greater innovations and advancements, 
making the future of the automotive industry exciting and transformative. 
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Abstract: 
This paper analyzes the transformative potential of Augmented Reality (AR) and Virtual 

Reality (VR) technologies in enhancing customer marketing experiences. AR and VR offer 

innovative, interactive, and personalized experiences that traditional marketing methods lack. 

Despite their promise, challenges such as high costs, technical limitations, and privacy 

concerns hinder widespread adoption. Governments can facilitate this adoption through 

investment in digital infrastructure, financial incentives, and robust data protection regulations. 

Enterprises should focus on creating high-quality AR and VR content, training employees, and 

ensuring data security. Collaboration between businesses and technology developers is 

important for optimizing these technologies. Consumers also play a role by embracing AR and 

VR, providing feedback, and maintaining privacy awareness. A collective effort among 

governments, enterprises, and individuals is essential for overcoming barriers and maximizing 

the benefits of AR and VR in marketing. This paper concludes that AR and VR have the 

potential to significantly improve customer experiences and business outcomes, heralding a 

new era of innovative and immersive marketing strategies.  
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1. Introduction 

Augmented Reality (AR) and Virtual Reality (VR) technologies have increasingly become 

significant in the realms of marketing and user experience, revolutionizing the way businesses engage 

with their customers. These immersive technologies offer innovative avenues for creating interactive 

and memorable experiences that traditional marketing strategies often fail to deliver. By blending the 

physical and digital worlds, AR and VR provide marketers with powerful tools to captivate and inform 

consumers in novel ways [1]. AR technology overlays digital information onto the physical world, 

enriching the real-world environment with virtual elements. This capability enables marketers to deliver 

improved product information, interactive advertisements, and personalized shopping experiences 

directly through smartphones or AR glasses. For instance, AR can allow customers to visualize how 

furniture would look in their homes, try on virtual clothes, or receive detailed product specifications by 

simply pointing their devices at an item. This level of interactivity not only engages consumers but also 

aids them in making informed purchasing decisions, thereby improving overall customer satisfaction 

[2]. Conversely, VR creates entirely digital environments, offering users a sense of presence in a 

completely virtual space. This immersive experience is particularly valuable for product 

demonstrations, virtual tours, and experiential marketing campaigns. By allowing consumers to explore 

products or services in a fully controlled virtual setting, VR can capture their attention and provide a 

comprehensive understanding of what is being offered. For example, automotive companies use VR to 

let potential customers virtually test-drive cars, while real estate firms offer virtual tours of properties, 

enabling clients to experience homes from the comfort of their own spaces [3]. The integration of AR 

and VR into marketing strategies has shown immense potential in enhancing customer engagement, 

satisfaction, and ultimately, sales. By leveraging these technologies, companies can deliver unique and 

personalized experiences that resonate with consumers on a deeper level. Furthermore, the data 

collected from AR and VR interactions provides valuable insights into consumer preferences and 
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behaviors. This information can be instrumental in developing more targeted and effective marketing 

campaigns, allowing businesses to tailor their efforts to meet the specific needs and desires of their 

audience [4]. 

As AR and VR technologies continue to advance, their role in shaping the future of marketing and 

user experience is set to expand. These technologies are expected to offer even more sophisticated and 

impactful ways to connect with audiences. From creating virtual showrooms to enabling interactive 

brand storytelling, the possibilities are vast and varied. The continued evolution of these technologies 

promises to redefine consumer interactions, offering unprecedented opportunities for engagement and 

growth in the marketing sector [5].  

The paper consists of five main sections. The first section introduces the subject. Next, augmented 

and virtual reality are addressed. The third section discuses improving consume marketing experience. 

After that, suggestions and guidelines are noted. Finally, conclusions are drawn and guides for future 

research are noted. 

2. Augmented and virtual reality 

Augmented Reality (AR) and Virtual Reality (VR) technologies have garnered significant attention 

for their potential to revolutionize various industries, including marketing, healthcare, education, and 

entertainment. These technologies create immersive experiences that blend or replace the real world 

with digital environments. Despite their promise, several challenges hinder their widespread application 

[6]. One of the main challenges in the application of AR and VR is the high cost of development and 

implementation. Creating high-quality AR and VR experiences requires substantial investment in 

hardware, software, and skilled professionals. Devices such as VR headsets and AR glasses can be 

expensive, making them less accessible to the general public. Additionally, the development of detailed 

and interactive virtual environments demands significant time and resources, often limiting these 

technologies to larger companies with substantial budgets [7]. 

Another challenge is the technical limitations and the need for powerful computing capabilities. 

Both AR and VR applications require robust processing power to render complex graphics and ensure 

smooth, real-time interactions. This necessity can lead to performance issues, such as latency and 

motion sickness, which can detract from the user experience. Moreover, ensuring compatibility across 

various devices and platforms adds another layer of complexity, as developers must optimize their 

applications for different hardware specifications and operating systems [8]. User acceptance and 

adaptation also pose significant hurdles. Many potential users may be unfamiliar with AR and VR 

technologies, leading to resistance or hesitation in adopting them. There is also a learning curve 

associated with using these technologies effectively, which can be a barrier for widespread use. Privacy 

concerns and data security issues further complicate the landscape, as AR and VR applications often 

collect and process large amounts of personal data, raising questions about user privacy and the potential 

for misuse [9]. Despite these challenges, AR and VR offer numerous advantages that make them 

attractive for various applications. In marketing, these technologies enable companies to create 

engaging and interactive experiences that can captivate consumers and provide a deeper understanding 

of products or services. For example, AR can allow customers to visualize how furniture would look in 

their home, while VR can offer virtual test drives for cars, enhancing the decision-making process [10]. 

In education, AR and VR can transform learning by providing immersive environments that 

facilitate hands-on experiences and interactive lessons. Students can explore historical sites, conduct 

virtual lab experiments, or engage in simulations that would be impossible in a traditional classroom 

setting. This level of engagement can improve comprehension and retention of information, making 

learning more effective and enjoyable [11]. 

In healthcare, AR and VR technologies are being used for training medical professionals, planning 

surgeries, and even treating patients. These technologies allow for detailed visualization of anatomical 

structures, enabling more precise and effective medical interventions. VR therapy is also being explored 

for treating mental health conditions, providing a controlled and safe environment for exposure therapy 

and other treatments [11]. 
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3. Improving consumer marketing experiences 

Augmented Reality (AR) and Virtual Reality (VR) technologies are profoundly transforming 

consumer marketing by creating more engaging, interactive, and personalized experiences. These 

immersive technologies offer unique opportunities for brands to connect with consumers in ways that 

traditional marketing methods cannot match. By integrating AR and VR into marketing strategies, 

companies can significantly improve the way consumers interact with products, leading to improved 

satisfaction, stronger brand loyalty, and increased sales [12]. AR improves the physical environment by 

overlaying digital elements, allowing consumers to interact with products in an augmented space. This 

technology is being utilized in various industries to provide richer shopping experiences. For instance, 

furniture retailers use AR applications to enable customers to visualize how a piece of furniture would 

look in their homes. By simply using a smartphone or tablet, users can place virtual furniture in their 

actual living spaces, adjusting the size, color, and position to see how it fits with their existing decor. 

This not only helps customers make more informed purchasing decisions but also reduces the likelihood 

of returns, as they have a clearer understanding of how the product will look and feel in their 

environment [13]. AR is making significant strides in the beauty and fashion industries. Consumers can 

use AR applications to virtually try on makeup, glasses, clothing, and accessories. This capability 

allows them to see how different products look on them without physically trying them on, making 

online shopping more interactive and reducing the uncertainty often associated with buying personal 

items online. For example, beauty brands are leveraging AR to create virtual mirrors that let users 

experiment with various makeup shades and styles, instantly seeing the results on their faces. Similarly, 

eyewear companies offer AR experiences where customers can try on different frames to find the 

perfect fit. This not only improves the convenience and enjoyment of the shopping experience but also 

increases customer loyalty and repeat purchases by providing a personalized and engaging shopping 

journey [14]. 

On the other hand, VR creates fully immersive digital environments where consumers can engage 

with products or services in a controlled, virtual space. This is particularly useful for high-involvement 

purchases such as automobiles or real estate. Car manufacturers are utilizing VR to provide virtual test 

drives, allowing potential buyers to experience the look, feel, and performance of a vehicle without 

needing to visit a dealership. This immersive experience can include navigating through different 

terrains, exploring the interior features, and even customizing the car's specifications, offering a 

comprehensive understanding of the product. Real estate companies offer virtual tours of properties, 

enabling clients to explore homes and commercial spaces from the comfort of their own devices. 

Prospective buyers can navigate through rooms, examine details, and get a true sense of the property's 

layout and ambiance. These immersive experiences provide a deeper level of engagement and can 

significantly influence purchasing decisions by allowing consumers to experience products in a realistic 

and detailed manner [15]. 

Additionally, VR is being leveraged for experiential marketing campaigns that create memorable 

brand experiences. Companies can design virtual events, product launches, or branded environments 

that consumers can explore. These experiences can be tailored to provide personalized interactions 

based on user preferences and behaviors, creating a strong emotional connection with the brand. For 

example, a fashion brand could create a virtual runway show that allows users to view new collections 

from different angles, interact with the models, and even purchase items directly from the virtual event. 

Similarly, an automotive brand could host a virtual car show where attendees can explore the latest 

models, watch performance demonstrations, and engage with interactive content. Such immersive 

marketing efforts can generate buzz and word-of-mouth promotion, further extending the reach and 

impact of marketing campaigns [3]. 

AR and VR technologies offer valuable data collection opportunities. By tracking how consumers 

interact with virtual products and environments, companies can gain deep insights into consumer 

preferences, behaviors, and pain points. This data can be used to refine marketing strategies, develop 

more targeted campaigns, and improve product designs to better meet consumer needs. For instance, 

analyzing which virtual products are tried on most frequently can inform inventory decisions and 

highlight popular trends. Retailers can also use heat maps and interaction metrics to understand which 
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areas of a virtual store attract the most attention, optimizing store layouts and product placements 

accordingly [16]. 

The integration of AR and VR into consumer marketing also supports sustainability efforts. Virtual 

showrooms and product demonstrations reduce the need for physical samples, printed materials, and 

travel, lowering the environmental footprint of marketing activities. This can appeal to environmentally 

conscious consumers and improve the brand's reputation for sustainability. For example, automotive 

brands can conduct virtual car launches, reducing the need for transporting vehicles and setting up 

physical event spaces. Fashion brands can use virtual fashion shows to showcase new collections, 

minimizing the waste associated with traditional runway events [17]. 

AR and VR can improve customer support and after-sales service. For instance, AR can provide 

step-by-step visual guides for product assembly or troubleshooting, allowing customers to resolve 

issues quickly and efficiently. VR can offer immersive training modules for customer service 

representatives, helping them to better understand the products and deliver superior support. These 

applications not only improve the customer experience but also reduce the burden on customer support 

teams, leading to more efficient and effective service [18]. Furthermore, a model for improving 

consumer marketing experiences through augmented and virtual reality is developed. The model is 

presented on Figure 1. 

 
Figure 1: Model for improving consumer marketing experiences through augmented and virtual reality 

 

AR/VR Elements serve as the foundational technological and content components required for 

delivering AR and VR experiences. This includes technological infrastructure, content creation, user 

interface and experience design (UI/UX), and the implementation and integration of these elements. 

These components are essential for creating immersive and interactive experiences that engage 

customers. 

Feedback Elements are responsible for collecting, analyzing, and utilizing data to improve AR/VR 

experiences. Data collection involves gathering information on how users interact with the AR/VR 

environment. Analysis and insights refer to processing this data to understand user behavior and 

preferences. Adaptation and improvement involve modifying the AR/VR elements based on these 

insights to improve user satisfaction and engagement. 

Customer Experience Elements reflect the impact of AR/VR experiences on users. These include 

perceived value, which indicates how much users feel they gain from the experience, and engagement 

and interaction, which measure the level of user involvement. Satisfaction and loyalty are outcomes of 

positive experiences, while trust and security ensure that users feel safe and confident in using the 

technology. 
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The relationship between these elements is cyclical. AR/VR experiences are delivered to customers, 

who then provide feedback through their interactions. This feedback is collected and analyzed, 

providing valuable information that informs the development and refinement of AR/VR elements. This 

continuous loop ensures that the experiences are continually optimized, leading to improved customer 

satisfaction and loyalty over time. 

The diagram illustrates the relationship between AR/VR elements, feedback mechanisms, and 

customer experience components, creating a cycle that continuously improves user satisfaction. 

Technological infrastructure encompasses the hardware and software needed to support AR/VR 

environments, ensuring high-quality visuals, responsive interactions, and stable connections. Content 

creation involves developing engaging and interactive materials like 3D models and virtual 

environments, which are important for maintaining user engagement and immersion. 

User interface and experience design (UI/UX) focuses on creating intuitive interfaces, allowing users 

to interact easily with the AR/VR environment. This is essential for reducing frustration and 

maximizing engagement. Implementation and integration bring together various technological and 

content components to form a cohesive AR/VR experience. This process involves testing and 

optimizing the system to ensure smooth performance across different devices. 

Feedback elements play an important role in refining the AR/VR experience. Data collection gathers 

information on user interactions and behaviors, providing a foundation for analysis. Analysis and 

insights then interpret this data to identify patterns and areas for improvement. Adaptation and 

improvement follow, where AR/VR elements are adjusted based on these insights to better align with 

user expectations, ensuring the experience remains relevant and enjoyable. 

Customer experience elements measure the impact of AR/VR on users. Perceived value reflects how 

much users benefit from the experience, influenced by content quality and usability. Engagement and 

interaction indicate the level of user involvement, with high engagement leading to memorable 

experiences. Satisfaction and loyalty result from positive experiences, encouraging users to return. Trust 

and security are important for user confidence, ensuring safe and reliable performance, which is 

particularly important for applications handling sensitive data. Together, these elements form a 

continuous feedback loop that drives the development and improvement of AR/VR experiences. 

 

4. Suggestions and guidelines 

Next, in this section guidelines and suggestions for improving consumer marketing experiences 

through augmented and virtual reality are noted: 

 Invest in digital infrastructure such as high-speed internet and 5G networks to support AR and VR 

applications. 

 Provide grants and tax incentives for companies developing AR and VR technologies. 

 Establish clear regulations and guidelines to protect user data in AR and VR applications. 

 Support ongoing research and development through funding and collaboration with academic 

institutions. 

 Integrate AR and VR into marketing strategies to improve customer engagement and satisfaction. 

 Invest in creating high-quality AR and VR content, such as virtual product demonstrations and 

interactive advertisements. 

 Train employees to effectively use AR and VR technologies in customer interactions. 

 Collaborate with AR and VR developers to create seamless and user-friendly applications. 

 Prioritize data security by implementing robust cybersecurity measures and being transparent 

about data collection practices. 

 Make AR and VR technologies more affordable through subsidies or financing options for devices. 

 Regularly update AR and VR applications based on user feedback and technological 

advancements. 

 Use AR for real-time, visual support in customer service, and VR for immersive training modules 

for customer representatives. 

 Embrace AR and VR technologies for more interactive and personalized shopping experiences. 
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 Provide feedback on AR and VR experiences to help companies refine their offerings. 

 Participate in beta testing and provide constructive feedback to developers. 

 Governments and enterprises should work together to improve accessibility of AR and VR 

technologies. 

 Support innovation through industry forums and consortia to stay updated on advancements and 

best practices. 

 Ensure continuous improvement by investing in infrastructure, supporting innovation, prioritizing 

privacy, and ensuring accessibility. 

5. Conclusions 

In conclusion, the integration of Augmented Reality (AR) and Virtual Reality (VR) technologies 

presents a transformative opportunity for enhancing customer marketing experiences. These 

technologies offer unprecedented levels of interactivity, personalization, and immersion, enabling 

businesses to connect with consumers in innovative ways. Despite the promising potential, several 

challenges, such as high costs, technical limitations, and privacy concerns, must be addressed to 

facilitate widespread adoption. Governments play a important role by investing in digital infrastructure, 

providing financial incentives for AR and VR development, and establishing robust data protection 

regulations. Enterprises must focus on creating high-quality, user-friendly AR and VR content, training 

employees, and ensuring data security to build consumer trust and satisfaction. Collaboration between 

businesses and technology developers is essential for optimizing AR and VR applications and staying 

abreast of technological advancements. 

For future studies, the application effects of AR and VR in enterprises could be addressed. This 

would provide additional valuable insight into this subject.  
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Abstract: 
This study employs a qualitative thematic analysis methodology to scrutinize the impact of 
meeting frequency on employees’ attitudes toward meetings. Semi-structured interviews 
were conducted with IT experts, exploring their experiences, thoughts, and feelings regarding 
meeting frequency. Through detailed thematic analysis, key themes emerged, providing 
insight into how meeting frequency influences employee engagement, productivity, and 
satisfaction. The results reveal a prevailing negative sentiment among participants towards 
meeting frequency. The findings are presented as themes that will be useful for further 
research. 
 
Keywords: 
IT experts, Attitudes, Agile, Meeting Frequency, Thematic analysis 

1. Introduction 

Agile methodologies emphasize flexibility, collaboration, and continuous improvement [1]. In 
agile frameworks, iterative processes and frequent collaboration emphasize the importance of 
effective communication and coordination. Agile meetings are essential for synchronizing activities, 
discussing progress, and resolving obstacles [2]. These focused meetings encourage communication, 
transparency, and collaboration among team members, facilitating quick decision-making and 
problem-solving.While agile methodologies promote the value of regular meetings for team 
effectiveness, the frequency of these meetings varies across organizations [3]. Understanding how 
meeting frequency influences employee attitudes is critical for optimizing organizational productivity 
and engagement. Frequent meetings may enhance coordination and alignment, leading to increased 
productivity. However, excessive meetings can result in disengagement, and reduced productivity 
[4].In this context, qualitative research emerges as a valuable approach for exploring the relationship 
between meeting frequency and attitudes. Semi-structured interviews offer flexibility and depth in 
gathering insights directly from participants, ensuring a comprehensive understanding of their 
perspectives and experiences [5, 6, 7]. This approach allows for a thorough exploration of how 
meeting frequency impacts employee attitudes toward meetings. 

In this study, semi-structured interviews were conducted with IT experts to investigate how the 
frequency of meetings affects attitudes towards meetings within agile methodologies. By examining 
the experiences of IT experts, the aim is to discover the links between the frequency of encounters and 
the attitudes of employees. It will be presented based on a thematic analysis based on which key 
themes are presented. 
  

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

200

mailto:zeljko.stojanov@uns.ac.rs
srdjanpopov@uns.ac.rs
mailto:dragana.milosavljev@tfzr.rs
mailto:igor.vecstejn@tfzr.rs
mailto:gordana.jotanovic@sf.ues.rs.ba


2. Related work 

Research on meetings has long recognized the importance of meeting frequency in shaping 
employee perceptions and behaviors. For example, in one study [8] the author found that frequent 
meetings were associated with increased negative attitudes and decreased job satisfaction.Similarly, 
[3]observed that high meeting frequency negatively affected team dynamics and performance. 
However, this study [9] also highlighted the role of meeting quality in moderating the relationship 
between frequency and attitudes in earlier work, an inductive thematic analysis was performed to 
determine the themes that represent problems in Agile meetings.In the mentioned work, it was 
possible to see how themes are determined based on qualitative data analysis. Furthermore, in one of 
the studies [10], the author investigated the relationship between meeting frequency and 
organizational communication climate through interviews with IT experts.Their study revealed that 
organizations with a culture of frequent meetings often experienced communication overload and 
diminished employee satisfaction. Participants highlighted the need for clear communication channels 
and streamlined meeting processes to mitigate the negative effects of meeting frequency on attitudes 
and performance. 

3. Methodology 

This research aims to investigate the impact of meeting frequency on the attitudes of employed IT 
experts through thematic analysis. The primary goal of this research is to investigate how the 
frequency of agile meetings affects the attitudes of IT experts towards their work, and the main 
contribution is a thematic analysis that reveals the key challenges associated with frequent meetings. 

3.1 Sampling of participants 

Seven IT experts, with experience ranging from 3 to 11 years, were interviewed to express their 
views on meeting frequency, covering software developer, mid- and senior-level roles. The IT experts 
are from medium and larger companies that apply agile methodologies, mainly Scrum. Sample size 
considerations in qualitative research, such as data saturation, ensure adequacy [11, 12]. In this study, 
saturation signaled sufficient participant involvement, enhancing the rigor and validity of the study 
[13, 14]. The anonymity of the participants promoted an open dialogue, aligned with the ethical 
principles of informed consent and confidentiality [15, 16].  

3.2 Data collection 

Data collection for this study involves individual, in-depth, semi-structured interviews, recorded 
and transcribed. Participants' views were transcribed in a Word document [17]. We chose interviews 
for their flexibility in addressing ambiguities and prompting elaboration [18]. Transcription is integral 
for subsequent data analysis [19], especially in semi-structured interviews requiring follow-up 
inquiries [20]. Interviews were conducted in person or via Zoom, offering convenience and flexibility 
[21]. Participants were fully informed and provided informed consent to ensure voluntary 
participation and confidentiality. 
 
3.3 Thematic data analysis 

 
A qualitative analysis is conducted to delve into participants' perspectives. Thematic analysis 

played a key role in our research. This systematic approach, as presented in the study [22], made it 
possible to examine the interview data in detail. Analysis involved coding the data, deriving 
participant attitudes, and synthesizing codes into themes, employing a structured six-stage 
methodology [23]. During the thematic analysis, we came to the main topic, "The impact of the 
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frequency of meetings on the attitudes of IT experts". The main topic is broken down into several 
subthemes. Thematic analysis of the interview data revealed several sub-themes: 

• Burden of Meetings 
• Effect on Productivity 
• Inconvenience and Time Management 
• Boredom and Disengagement 
• Lack of Continuity and Impact on Team Dynamics. 
Figure number 1 presents the main theme and the sub-themes that emerged during the thematic 

analysis. 
 

 
Figure 1: Presentation of the main theme and sub-themes in the analysis of problems in agile 
meetings 

 
Based on the codes, sub-themes were determined from which one of the main mentioned themes 

emerged. The figure 2 shows the main theme, sub-theme, and the codes from which the sub-themes 
and the theme were derived. Subthemes are represented by light blue squares, and codes by a white 
circles. Each sub-theme emerged from the codes. Each sub-theme is connected with an arrow to 
specific codes since the sub-theme was created based on similar codes. 
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Figure 2: Thematic analysis of the impact of the frequency of meetings on the attitudes of IT expert 
 

Participants express frustration regarding the burden of attending numerous meetings, which they 
perceive as detracting from their regular commitments and work tasks. They describe instances where 
they receive invitations to meetings that they deem unnecessary or unrelated to their roles, leading to 
discomfort and a sense of obligation to attend. Participants highlight the negative impact of frequent 
meetings on productivity and workflow. They describe how interruptions and a lack of continuity due 
to multiple meetings throughout the day hinder their ability to focus and complete tasks efficiently. 
The constant shift between meetings leaves them feeling unproductive and overwhelmed. Participants 
discuss the inconvenience caused by late or unexpected meeting invitations, which disrupt their 
planned work schedules and personal time. They cite examples of managers scheduling meetings 
without consideration for time zones or providing short notice, resulting in difficulties in time 
management and work-life balance. Participants express feelings of boredom and disengagement 
during meetings, particularly daily stand-up meetings. They perceive these routine meetings as 
repetitive and unnecessary, contributing to a negative attitude towards attending them regularly. 
Participants express frustration with the lack of continuity and coherence in their work due to frequent 
interruptions from meetings.  

3.3.1 Discussion of Themes 

The thematic analysis provides valuable insights into the impact of meeting frequency on 
employee attitudes. While meetings are essential for collaboration and communication, excessive 
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meeting frequency can have detrimental effects on employee well-being and productivity. All 
participants said that the frequency of the meeting harmed their attitudes towards the meeting. 

The participant stated: ‘People don't want to come to meetings because they lose the time they need 
to deal with their regular responsibilities’. This highlights that people often feel they are wasting time 
in meetings because they have other work activities during the day. 

The next participant is discussing various challenges and frustrations they face regarding meeting 
invitations and their experiences with attending meetings. They mention situations where they receive 
invitations to meetings that they feel are unnecessary or irrelevant to their roles within the company. 
Additionally, they describe instances where discussions in meetings pertain to topics unrelated to their 
responsibilities, causing discomfort and a sense of obligation to attend. The participant also addresses 
issues such as the accumulation of meetings, disruptions caused by late invitations, and the negative 
impact of meetings extending beyond expected durations. Furthermore, they express frustration with 
meetings discussing topics that may not directly involve them and highlight the inconvenience of 
scheduling conflicts and time zone differences. Overall, the participant's comments reflect their 
negative attitude towards meetings, which is influenced by various factors such as relevance, 
frequency, and duration. Participant stated: ‘It may happen that you get invited to meetings that you 
don't think you should attend. With us, it happens that someone talks about a completely different 
branch of the company that has nothing to do with yours, where the manager emphasizes that it is not 
mandatory for you to attend, but in principle he wants you to be present. We also have meetings that 
are once a month, but when it all adds up, there are a lot of them. I believe that HR should call us 
when someone asks for help, when there is a problem. When the meetings pile up, I don't see the point 
of being in those meetings because they are frequent and take some time away from other activities, 
they don't last just 15 minutes, but up to an hourIt can also happen that I am called late for a meeting, 
where the manager makes an appointment for today. It has to do with the time zone in my case 
because the manager makes an appointment at ten in the evening for the appointment when he wakes 
up, I try to plan to go to work at 9 and be there by 5, but at 11 in the morning I see that he has an 
appointment for 7 in the evening and therefore I will be at work for ten hours. Therefore, when there 
are many meetings, a negative attitude develops.'  

One of the participants expressed feeling bored by the daily obligation to discuss their daily 
activities, regardless of the meeting's duration, suggesting a sense of monotony and disinterest in 
routine reporting. The participant stated the following: ‘It doesn't matter if today lasts a long time, ten 
minutes, or an hour, but when I know that I should talk about what happened to me during the day 
every day at nine o'clock, I'm bored.’  

The next participant criticizes the negative impact of frequent interruptions from multiple meetings 
on productivity and workflow, highlighting the frustration of losing continuity and feeling 
unproductive due to the fragmented nature of their workday. ‘The frequency of meetings is worse than 
when there are long meetings because you are constantly interrupted by someone and you do not have 
continuity in your work. I feel bad, and I also see people from my team who do not like to have 
frequent meetings at all, especially if they are several times a day and if they are not continuous. 
Literally, you rest a little during the break and then you have a meeting again. Time goes by like that, 
and you haven't done anything.’ 

4. Research implications 

Researchers reading this paper should gain insights into the significance of meeting frequency on 
employee attitudes. They should learn about the complexities involved in managing meeting 
schedules and how these factors can impact employee engagement, productivity, and job satisfaction. 
Additionally, researchers should understand the importance of employing qualitative methodologies, 
such as thematic analysis, to gain deeper insights into participants' experiences. This paper 
underscores the need for future research to explore practical strategies for optimizing meeting 
practices. 

Practitioners should carefully consider the necessity and purpose of each meeting, aiming to 
minimize unnecessary meetings and prioritize those that are essential for achieving organizational 
goals. Strategic meeting planning can help alleviate meeting overload and enhance employee 
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satisfaction. Organizations should invest in training for meeting facilitators and participants to 
improve meeting effectiveness and engagement. Providing resources and guidance on meeting best 
practices can help ensure that meetings are well-structured, purposeful, and conducive to 
collaboration. Practitioners should recognize that employees' needs and preferences regarding meeting 
frequency may vary. Offering flexibility in meeting schedules and formats, such as allowing for 
virtual participation or asynchronous communication, can accommodate diverse work styles and 
preferences. Cultivating a culture of respect for employees' time and contributions is essential for 
fostering positive attitudes towards meetings. Organizations should encourage open communication 
and feedback channels, allowing employees to voice their concerns and suggestions regarding 
meeting practices. 

5. Trustworthiness  

Trustworthiness encompasses the credibility, reliability, and dependability of research findings and 
interpretations, instilling confidence in the accuracy, integrity, and transparency of the research 
process and outcomes [22]. In our study examining the impact of meeting frequency on attitudes 
towards meetings, we took several measures to ensure trustworthiness. Acknowledging the limited 
sample size in our study, we ensured meticulous definition of methodological questions and 
objectives, aligning with the notion that a small sample size can suffice under such circumstances 
[24]. To establish credibility, we employed various strategies. Firstly, we conducted semi-structured 
interviews with open-ended questions, allowing participants to freely articulate their thoughts and 
experiences. Additionally, we fostered rapport with participants, creating an environment of trust and 
open communication. The active engagement of all authors in discussions and findings development 
ensured consensus, enhancing the confidentiality of the study findings. We believe that the insights 
gleaned from our study hold relevance beyond the specific context, potentially benefiting other IT 
companies. To ensure reliability, we adhered to a systematic approach to data collection and analysis. 
Thematic analysis followed established guidelines, with the entire process meticulously described. 
Interviews were transcribed verbatim, and multiple researchers independently analyzed the data to 
identify themes.  While participants expressed a perception that frequent meetings disrupt their 
workflow, leading to feelings of decreased productivity, the study did not directly measure 
productivity. This presents an opportunity for future research to quantitatively evaluate meeting 
frequency's impact on productivity metrics. Any discrepancies were resolved through thorough 
discussion among the authors. These measures contribute to the reliability and trustworthiness of our 
study findings. 

6. Conclusion 

In conclusion, this study clarifies the relationship between meeting frequency and employee 
attitudes toward meetings. Through understanding employee experiences, organizations can refine 
meeting practices to enhance engagement, productivity, and satisfaction in the workplace. This paper 
presents an analysis of interviews conducted with IT industry experts to explore the impact of meeting 
frequency on participants' views. Frequent meetings can consume a significant amount of employees' 
time, leaving less time for them to focus on their regular tasks. This can lead to frustration and a 
negative attitude toward meetings. When meetings are held frequently throughout the day, it can 
disrupt employees' workflow and concentration. Constant interruptions can hinder productivity and 
lead to resentment toward meetings. If meetings are held too often or are not perceived as adding 
value, employees may view them as a waste of time. This can contribute to a negative attitude toward 
meetings and a lack of motivation to participate. Excessive meeting frequency can contribute to 
feelings of burnout among employees, as they may feel overwhelmed by the constant demand on their 
time and attention. This can lead to resentment toward meetings and a desire to avoid them whenever 
possible. Frequent meetings can contribute to communication overload, where employees feel 
bombarded with information and updates. This can lead to feelings of frustration and disengagement, 
particularly if the information being shared is not relevant to their work. Quantitative analysis of the 
survey data will be conducted in the future to increase confidence in the findings. More participants 
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will be involved.  We also plan to include additional participants from different organizational roles, 
such as team leaders, HR staff, and senior management, to gain an understanding of how meeting 
frequency affects different stakeholders. 
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Abstract: 
This paper presents a data-driven comparative analysis of two apartment listing platforms, 
RentLingo.com and RentDigs.com, focusing specifically on median apartment prices in New 
Jersey. Through systematic data collection, this study examines price variations in small-sized 
apartments listed across the United States, honing in on the New Jersey market. A two-sample 
T-test was conducted using rigorous statistical methods to evaluate the differences in median 
prices between the two platforms. The analysis yielded a p-value of 0.1818, suggesting no 
statistically significant difference in the prices of apartments listed on RentDigs.com and 
RentLingo.com. These findings indicate that both platforms maintain comparable pricing 
structures for small apartments in New Jersey. This study underscores the importance of 
continued exploration into other listing sources, as well as geographical and temporal factors 
influencing apartment pricing, to enhance our understanding of market dynamics in the digital 
real estate landscape. 
 
Keywords: 
Data analysis, apartment rental platforms, pricing comparison, statistical methods, T-test, 
RStudio. 

Introduction 

The internet has transformed many industries, including rental and real estate. Digital platforms have 
made it easier for people to search for rental properties, but they also introduce new challenges in terms 
of price comparison and market efficiency. The dataset used describes apartments listed across the 
United States. Data was collected on multiple apartments listed by different apartment listers, including 
information such as the number of bedrooms, bathrooms, size (square feet), state, time it was listed, and 
price.The information provided for each apartment was paired with its lister, essentially displaying a 
wide variety of apartments, their features, and who listed them – leading to the question: How does the 
apartment lister affect the price of residential apartments in similar locations? 

The apartments listed were grouped by size (small 0-1300 square feet, medium 1300-4500 square 
feet, and large 4500+ square feet), and separated by the state they were listed in, for this experiment, 
we will only be looking at the apartments classified as small and located in New Jersey. This paper 
explores whether the platform impacts the cost of an apartment in comparable spaces. Finding an answer 
to this question is important for fostering market openness and supporting consumers in the online rental 
market. 

Research Question 

How does the apartment lister affect the price of residential apartments in similar locations? 
Hypothesis  

Apartments listed by RentLingo.come are more/less expensive than those listed by RentDigs.com.  
Null hypothesis: the price of apartments listed by RentLingo and RentDigs are the same in similar 

locations. 
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Literature Review 

1.1 Implications for Market Efficiency 

The digitization of the real estate rental market has made property prices more accessible and easier 
to compare, benefiting both consumers and the overall market.  Platforms including RentLingo.com 
and RentDigs.com are convenient for renters to examine properties and reduce the cost/time related to 
searching [3]. These platforms help lessen the information asymmetry that often exists in traditional 
markets, allowing consumers to make more informed decisions [1].  This research reveals that although 
the two platforms differ slightly in pricing structure there is no significant difference in competition. 
By leveling the playing field, both platforms allow renters to choose between them without worrying 
about significant price variations.  

Additionally, the competition between these platforms ensures that prices remain transparent. 
Renters can quickly switch between RentLingo.com and RentDigs.com to find the best deals, forcing 
both platforms to maintain competitive pricing [1][2]. This convergence of pricing between the two 
platforms indicates that neither can afford to significantly deviate from market rates without risking 
losing customers to the other. Glaeser and Gyourko [4] described that open housing prices create more 
effective results. Digital competition causes pricing on these platforms to unite, leading to fair market 
actions and enhancing broader economic gains from platform technology. 

Moreover, the role of user experience and engagement in shaping the effectiveness of these 
platforms cannot be overlooked. Research by Miller and Lee [6] emphasizes that mobile applications 
significantly enhance user interaction, making it easier for renters to access real-time pricing data, thus 
further reducing information asymmetry. Similarly, Patel et al. [7] highlight that intuitive user interface 
design on these platforms improves customer satisfaction and increases the likelihood of successful 
transactions. Smith et al. [5] also notes that consumer feedback mechanisms play a vital role in 
influencing pricing strategies, as user reviews can drive competition and force platforms to adapt to 
consumer preferences. Collectively, these factors contribute to the overall efficiency of the digital rental 
market, reinforcing the importance of user-friendly design and real-time information access in fostering 
a competitive real estate market. 

Methodology 

1.2 Data Collection 

The dataset used in this research was collected from multiple apartment listing sources. Each entry 
in the dataset includes details such as: 

● Number of bedrooms 
● Number of bathrooms 
● Apartment size (square feet) 
● State 
● Listing time 
● Price 
The following is a bar plot displaying the number of apartments listed by RentDigs.com and 

RentLingo.com by state as well as a pie chart displaying the number of apartments total listed by each 
source to provide some perspective on the difference in the quantity of data provided by each source. 
These graphs were designed to better visualize the dataset as a whole. The noticeable majority of 
apartments listed by RentDigs in New Jersey were taken into account, which is why this experiment 
focuses on specifically small apartments. In this smaller scope of apartments, they have a smaller gap 
in the number of apartments listed. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

209



 

 
Figure 1: Bar plot demonstrating the number of apartments listed by each renting site per state. 
 

 
Figure 2: pie chart displaying the number of apartments total listed by each source. 

1.3 Data Processing 

The dataset was cleaned and filtered to include only listings from New Jersey with apartments 
classified as "small." The following R libraries were used for data manipulation and visualization: 

library(ggplot2) 

library(dplyr) 
The data was grouped by listing source (RentLingo.com or RentDigs.com) and then organized by 

price for comparison. 
The ggplot() function was used to plot the data. First, the data was organized and grouped. 
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1.4 Statistical Analysis 

A two-sample T-test was then conducted to determine if there is a statistically significant difference 
between the median prices of apartments listed on RentLingo.com and RentDigs.com. The null 
hypothesis states that there is no significant price difference between the two platforms. 

Results 

1.5 Descriptive Statistics 

The table below presents summary statistics for apartment prices on the two platforms. 

Platform Mean Price ($) Standard Deviation ($) Median Price ($) 

RentLingo.com 1792.19 300.25 1800.00 

RentDigs.com 1906.28 320.15 1850.00 

1.6 T-Test Results 

The T-test revealed a p-value of 0.1818, indicating that there is no statistically significant difference 
between the prices listed on RentLingo.com and RentDigs.com (p > 0.05). The 95% confidence interval 
for the difference in means was [-282.65, 54.48], supporting the null hypothesis. 
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1.7 Data Visualizations. 

Density Plot 

The following density plot visually represents the price distribution for both platforms. This plot is 
a visual representation of the P-value of 0.1818 (which was found in the t-test). Here, the peak of the 
curves represents the mean of the price data for both RentDigs.com and RentLingo.com. RentLingo 
may have the greater density, but the peaks are around the same price, therefore representing a relatively 
similar mean. The plot was generated in RStudio. 

 

 
Figure 3: RentDigs and RentLingo Density vs. Price for small apartments in New Jersey. 
 
Box Plot 

The box plot below provides an alternative representation of the price distribution. The dark line in 
the middle of the box represents the mean, the box itself being the interquartile range. The remaining 
dots show outliers. Although RentDigs, again, shows a greater distribution, both sources have relatively 
similar means. The plot was generated in RStudio. 
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Figure 4: Price distribution between RentDigs and RentLingo for small apartments in New Jersey. 

5. Discussion 

The results fail to reject the null hypothesis, therefore proving that the prices for apartments listed 
in New Jersey by RentDigs.com and RentLingo.com are relatively the same regardless of the source. 

0.1818(p-value) > 0.05 

The results of this experiment prove that potential consumers do not need to be concerned with 
which listing site they use to find an apartment as the two sites show no significant differences in price. 
Therefore, both sites will present relatively similar prices. 

5.1 Limitations 

● RentLingo.com had a greater variety of states listed and overall more apartments listed. 
● Apartments were listed at different times. 
● Only two apartment listers were compared. 
● RentDigs Had more apartments listed in the chosen area (by 100 square feet). 
This finding is important for consumers, as it suggests that renters in New Jersey can expect to find 

similar prices on both platforms, regardless of which one they use. This research highlights the role of 
digital real estate platforms in maintaining market transparency and provides insights into their impact 
on consumer behavior. 

5.2 Future Directions 

Future directions for this research would be to compare the prices listed by apartments of different 
sizes (this experiment only compares apartments below 1400 square feet), look into the times in which 
the apartments were listed and how they compare. (Different times may have had different financial 
statuses in the chosen location when accounting for price inflation), and to build linear regression 
models to compare more than just 2 sources. 
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6. Conclusion 

This study compared RentLingo.com and RentDigs.com for apartment listings in New Jersey. 
Statistical analysis in RStudio demonstrated that there is no statistically relevant difference in pricing 
across the two platforms, with a p-value of 0.1818. This result shows that renters can anticipate 
consistent pricing across both sites. The findings suggest that digital platforms enhance market 
transparency and effectiveness. Uniform pricing on these websites improves market transparency and 
competition in the rental industry, leading to fairer market conditions for consumers. 

This study highlights that both RentLingo.com and RentDigs.com offer consistent prices for small 
apartment listings in New Jersey, giving renters confidence in receiving equal prices regardless of the 
platform. These findings emphasize the critical role digital real estate platforms play in enhancing 
market clarity and guiding consumer decisions. 

Future investigations should explore pricing behaviors in different regions and apartment sizes, as 
well as on other listing platforms. Further analysis using linear regression models could uncover 
complex connections between platform competition and rental pricing. Additionally, studies could 
examine how factors like listing timing and larger apartment categories influence rental prices across 
platforms. 
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Abstract: 
The integration of advanced telecommunication and digital technologies within transmission 

networks is essential for enhancing efficiency, reliability, and security in modern power grids. 

This paper proposes the approach for the digitalization of communication systems in electricity 

transmission networks, emphasizing the role of intelligent electronic devices (IEDs) and real-

time data exchange for optimizing grid operations. By transitioning from traditional analog 

systems to IP-based and fiber-optic communications, transmission networks become more 

flexible and scalable, supporting smart grid technologies and renewable energy integration. 

However, this digital transformation introduces cybersecurity vulnerabilities. Key strategies 

for securing these critical infrastructures include implementing defense-in-depth, network 

segmentation, and robust identity and access management (IAM) practices. The paper also 

highlights the need for continuous real-time monitoring, data encryption, and employee 

cybersecurity awareness to mitigate threats such as malware, denial-of-service attacks, and 

insider threats. By adopting a multi-layered cybersecurity approach and leveraging advanced 

technologies like artificial intelligence and blockchain, the power transmission network can 

ensure secure and resilient operation. 

 

Keywords: 
Cybersecurity, digitalization, transmission network, telecommunication system 

1. Introduction 

Computer, electronic and communication systems are an inseparable part of the transmission 

network as a part of electricity power system. The imperative for electric power system is to enhance 

information technology capabilities, along with digitalization, decarbonization, decentralization and 

deregulation [1, 2].  

The digitalization of telecommunication systems in power transmission network refers to the 

integration of advanced digital technologies into the grid infrastructure. This process enhances the 

efficiency, reliability, and flexibility of power transmission, enabling smarter grid management and the 

integration of renewable energy sources. By integrating modern telecommunication technologies, 

transmission network is becoming more intelligent, efficient, and responsive. Contemporary 

automation systems for power substations are designed to gather and utilize detailed data from 

Intelligent Electronic Devices (IEDs). These systems aim to facilitate dependable and effective remote 

management of substation components and an equipment from operational control centers and data 

hubs, ensuring consistent and reliable communication between them [3-5]. Electricity transmission 

network is often set up by multiple operational areas due to its wide geographical distribution. To 

improve system management, it is necessary to adopt digitalization and virtualization technology to 

build flexible resource management. Communication technologies for electricity transmission 

networks, along with the key differences between Supervisory Control and Data Acquisition (SCADA) 

systems and traditional IT systems, are described in detail in [6].  

Digital substation is one with advanced automation, where nearly all aspects of information transfer 

between substation elements, interaction with external systems, and management of the substation’s 

operation are conducted through digital means [7]. Digital substation is a term that refers to electrical 
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substations where operations are managed through a network of distributed IEDs connected by a 

communication network [8].  

The impact of the security breaches in power substations must not be underrated. Emerging 

cybersecurity issues in power substations must be effectively managed [9-12].  The review of 

cybersecurity studies in electric power systems is presented in [13], while potential threats are described 

in [14, 15].  

The increasing reliance on digital communication systems also introduce vulnerabilities, making 

cybersecurity a critical concern. As power transmission network is vital to national infrastructure, 

ensuing their security against cyber threats is paramount. Ensuring cybersecurity in transmission 

network substations is a complex problem. Safety standards must be med and implemented in such way 

that the fulfillment of safety requirements does not affect the operation of the power system [16].  

This paper explores the key cybersecurity strategies necessary to protect digitalized 

telecommunication systems. The paper addresses a critical gap by discussing both benefits and the 

cybersecurity vulnerabilities that arise with digitalization. The most important contributions of 

proposed approach in this paper are: 

  A comprehensive overview of the digitalization process in transmission networks and its impact 

on operational efficiency and flexibility.  

 Detailed insights into the cybersecurity risks introduces by digitalization, such as malware, APTs 

and DoS attacks.  

 Recommendation for using advanced technologies, including machine learning, artificial 

intelligence (AI) and blockchain, to enhance threat detection and automate cybersecurity defenses.  

To present the research, this paper is organized into three sections that explore the process of the 

digitalization of telecommunication systems within the power transmission network and the associated 

cybersecurity challenges. The introductory part outlines the importance of communication, 

infrastructure in power grids and introduces the need for digitalization, decarbonization, 

decentralization and cybersecurity measures. The second section deals with the technological 

transformation in power grids, highlighting the shift from traditional analog systems to modern IP based 

communication networks. Cybersecurity strategies follows as third section, focusing on the 

vulnerabilities introduced by digital systems and proposing key defenses such as defense-in-depth, 

IAM, network segmentation, encryption, and real-time monitoring.  

2. Digitalization of communication system within transmission network 

Maintaining a constant balance between electricity demand and supply is highly complex due to 

several factors. These include the geographic separation of electricity production and consumption 

across different regions, the partial predictability of user consumption profiles, the significant impact 

of weather conditions on production, particularly from renewable energy sources, and the need to 

manage the electricity grid to prevent overloads and handle outages. This process, known as 

dispatching, is managed by national Transmission System Operators (TSOs). TSOs must continuously 

oversee electricity flows to ensure that the balance between available and consumed electricity is 

maintained at every point in the network. A schematic representation of the transmission network as a 

part of power system is illustrated in Figure 1. 

Traditionally, power grids relied on analog communication systems, such as Power Line Carrier 

(PLC) and microwave communication, which are limited in bandwidth and flexibility. The supervision 

and control of power systems are carried out through dispatch centers. For communication, the 

substations are connected by an optical ground wire (OPGW) by means of synchronous and 

plesiochronous digital hierarchy (SDH/PDH) devices [17]. Network management systems (NMS) have 

been implemented to enable the control and access to each individual network element and a 

management of the entire network from a central location at any time. With digitalization, fiber optic 

networks, IP-based communication, and wireless technologies such as LTE and 5G are increasingly 

used. These systems provide higher bandwidth, lower latency, and more reliable communication 

channels. Transmission network now needs a communication that is more flexible and can 

accommodate rapid additions and changes to nodes and connections. Internet Protocol/Multiprotocol 
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Label Switching (IP/MPLS) is able to ensure quality of service, scalability, availability, reliability, and 

security. It allows a transmission of different types of the communication, using virtual paths [18].  

 

 
Figure 1. Schematic representation of power system 

 

A substation in transmission network consists of closely connected subparts with some common 

functionality. In the electricity transmission system substations, devices receive IP protocols for access 

and monitoring. At the lower level of operation, there is not enough range of IP addresses for multiple 

devices and software that can be remotely monitored and managed (except for the SCADA system). 

Thus, maintenance and exploitation services include procedures for visiting substations from 

headquarters of the operational area even for the smallest adjustments and management of certain 

devices, creating unnecessary business costs. The newer generation of devices and software in 

substations enables their connection and exploitation through the LAN network. These devices include 

electricity meters, protection and control devices, inverters/rectifiers/UPSs, alarm devices, video 

surveillance devices, records of working hours, computers with management and monitoring software, 

telephony devices, and others. The communication infrastructure commonly used in electrical networks 

is illustrated in Figure 2 [19]. A key feature of a grid operator’s network is the distinct separation 

between the office network and the process control network [19]. This separation is crucial for 

maintaining the security and reliability of critical infrastructure operations. The office network operates 

similarly to standard corporate IT systems, primarily handling business operations, administrative tasks, 

and non-critical applications. In contrast, the process control network links the dispatch center to 

substations and field devices, prioritizing real-time control, monitoring, and automation of the electrical 

grid. 

The control center generally includes a human-machine interface (HMI), a database server for 

managing grid data, and a simulation server used for forecasting the effects of grid adjustments. 

Moreover, it is connected to various substations, each of which generally includes a gateway, an HMI, 

and several PLCs, allowing for communication with other SCADA systems from Transmission System 

Operators (TSOs) for coordinated control. To manage data flow between the office and process control 

networks, a dedicated data exchange server is required, ensuring all files are scanned for malware before 

transmission. 

Digital communication enables real-time monitoring and control of HV substations and transmission 

lines. This helps in early fault detection, reducing downtime and improving overall grid reliability. 

Digitalization facilitates the adoption of smart grid technologies like Advanced Metering Infrastructure 

(AMI) and Distribution Management Systems (DMS), promoting more efficient energy distribution 

and improved demand response. It also allows more sophisticated protection schemes, enabling faster 

and more coordinated responses to grid disturbances. High-speed data transmission enables the use of 
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big data analytics and artificial intelligence for predictive maintenance, load forecasting and optimizing 

grid operations.  

Ensuring that different systems and devices can communicate effectively requires an adherence to 

standards and protocols, which can be complex and costly. Transitioning from legacy systems to digital 

communication requires a significant investment in new infrastructure and technology, along with 

training for personnel [20].  

 

 
Figure 2. Simplified view of TSO network  

3. Cybersecurity strategies in the digitalization of telecommunication systems 
in transmission network 

As digital technology continues to advance, the demand for enhanced network capabilities has 

increased, linking previously isolated components into expansive communication networks. This 

expansion leads to a wide array of new data flows [19]. Additionally, the growing interconnection of 

power grids, which are vital infrastructure, introduces substantial security concerns. Cybersecurity 

strategies in the digitalization of telecommunication systems within transmission networks are crucial 

to safeguarding these critical infrastructures from a growing array of cyber threats [21]. As these 

networks become more dependent on digital technologies, the attack area expands, making them more 

vulnerable to cyber-attacks. Before diving into specific strategies, it is essential to understand the 

potential threats to high-voltage power transmission networks [7, 22]:  

 Advanced persistent threats (APTs): cyber adversaries may target power grids with sophisticated, 

long-term attacks aimed at compromising critical systems.  

 Malware and ransomware: Malicious software can infiltrate network devices, disrupt operations, 

pr hold critical systems hostage.  

 Denial-of-service (DoS) attacks: These attacks overwhelm communication networks, causing 

disruptions in data transmission and potentially leading to power outages.  

 Insider threats: Employees or contractors with access to the network might unintentionally or 

maliciously compromise security.  

 

Given these threats, a robust multi-layered cybersecurity strategy is essential. Digital systems are 

vulnerable to cyber-attacks that could disrupt power transmission and lead to widespread outages. 

Implementing strong cybersecurity measures is crucial. The main security challenge in electrical 

networks arises from the digitalization of communication and the reliance on common Ethernet 

technologies. Although this approach simplifies design, it also heightens vulnerability to standard 

attacks [23]. Additional challenges include inadequate credential validation, insufficient encryption and 

data verification, poor credential management, and issues with software configuration, maintenance, 

and access control. According to [8], a thorough security analysis for digital substations should 

encompass the security pyramid, threat analysis, threat modeling, risk assessment, and impact analysis 

through simulations. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

218



3.1. Implementing a defense-in-depth approach 

A defense-in-depth strategy employes multiple layers of security measures to safeguard the network 

from different angles, as shown in Figure 3. This approach ensures that even if one layer is breached, 

others will still provide protection. Key components include: 

 Network segmentation: By dividing the network into segments, critical systems can be isolated 

from less secure parts, limiting the spread of potential breach. It is crucial to maintain a clear 

separation between operational technology (OT) and information technology (IT) systems, which 

handle data and communication. This minimizes the risk of an attack spreading across entire 

network. 

 Firewall and intrusion detection/prevention systems (IDS/IPS): IDS/IPS monitor and control a 

network traffic, blocking unauthorized access and detecting suspicious activity. Deploying firewalls 

at critical points within the network is necessary to control and monitor incoming and outgoing 

traffic and helps to block unauthorized access. An Intrusion Detection System (IDS) monitors 

network traffic for unusual activities and notifies administrators when potential threats are identified. 

IPS not only detect but also actively block or mitigate identified threats in real-time.  

 Data encryption: Encrypting data both at rest and during transit ensures that, even if intercepted, it 

cannot be easily accessed or used by unauthorized parties. The data remains inaccessible without 

the correct decryption keys. End-to-end encryption strengthens security by ensuring that data 

remains encrypted throughout its entire transmission, from the source to the destination. 

 
Figure 3. Defense-in-depth principle 

3.2. Strengthening an identity and access management  

Controlling who has access to the network and what they can do is fundamental aspect of 

cybersecurity. Key IAM strategies include [24]:  

 Multi-factor authentication (MFA): Implementing multiple forms of verification for access 

minimizes the risk of unauthorized entry, even if passwords are compromised. This significantly 

enhances security by requiring additional proof of identity. 

 Role-based access control (RBAC): Restricting access based on a user's role ensures that 

employees can only access the systems and data needed for their job functions. This approach helps 

to limit potential damage in the event of a security breach. 

 Regular audits and reviews: Periodic audits of access rights help to identify and revoke 

unnecessary privileges, reducing potential insider threats or compromised accounts being used 

maliciously. 

3.3. Enhancing a cyber threat and detection response 

Continuous monitoring and a well-established incident response plan are essential for promptly 

detecting and addressing to cyber threats. These involve: 
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 Real-time monitoring: Implementing systems that provide real-time visibility into network activity 

helps in early detection of anomalies or breaches. Monitoring network traffic patterns can reveal 

signs of an attack, such as unusual data flows or communication with known malicious IP addresses. 

 Security information and event management (SIEM): IEM systems collect and analyze data from 

multiple sources to provide insights into potential security incidents, enabling a swift and effective 

response. 

 Incident response plan (IRP): An effective IRP outlines procedures for containing, mitigation and 

recovering from a cyber incident. A well-practiced IRP helps minimize the impact of an attack and 

ensures a swift return to normal operations. 

3.4. Building a culture of cybersecurity awareness 

Human error often significantly contributes to cybersecurity breaches. Historically, the most severe 

cyber-attacks on electrical networks have exploited lapses in human actions, often through spear-

phishing, especially via emails or manipulated downloads [25]. Establishing a culture of cybersecurity 

awareness within the organization is crucial:  

 Training programs: Regular cybersecurity training helps employees to identify phishing attempts, 

understand the importance of secure practice, and know how to report suspicious activities.  

 Phishing simulations: Running simulated phishing attacks can evaluate employees’ preparedness 

and reinforce lessons learned from training.  

3.5.  Investing in cybersecurity technologies 

As cyber threats evolve, investing in advanced cybersecurity technologies is of essential importance:  

 Artificial Intelligence [26] and Machine Learning (ML) [27]: AI and ML algorithms are capable 

of analyzing large amounts of data to identify patterns and anomalies that may indicate a cyber-

attack. These technologies offer faster and more precise threat detection compared to traditional 

methods. Additionally, they can automate responses to specific types of threats, thereby shortening 

the time between detection and mitigation.  

AI and ML offer promising tools for a threat detection and an automation but face significant 

challenges in transmission networks such as requiring large volumes of real-time, high-quality data, 

continuous updates and specialized expertise and high computational power. Also, false positive and 

negative system signals can disrupt grid operations or fail to detect actual threats, making it crucial 

to balance precision and sensitivity. 

 Blockchain technology [28]: The blockchain can be used to create immutable records of 

transactions or communications within the network, ensuring that data cannot be tampered without 

detection. A blockchain can also enhance IAM by providing a decentralized and secure way of 

managing user identities and access rights. The blockchain also currently presents several challenges 

in terms of scalability, energy consumption, inoperability, and privacy.  

3.6. Regular testing and updating of security measures 

Cybersecurity is a dynamic field, and regular testing and updates are necessary to maintain robust 

defenses: 

 Penetration testing: Regular penetration testing, where ethical hackers attempt to breach the 

network, helps identify vulnerabilities before malicious actors can exploit them. Vulnerability 

assessments provide insights into the weaknesses within the network and guide an implementation 

of necessary security improvements. 

 Patch management: Keeping all software and hardware systems updated with the latest security 

patches is essential for addressing known vulnerabilities that could be exploited by attackers. 

Utilizing automated patch management systems helps to ensure that patches are applied swiftly 

across the network, minimizing the risk of exposure to potential threats. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

220



4. Conclusions 

Digital systems enable faster fault detection and isolation, reducing a duration and an impact of 

outages. Better data collection and analysis lead to more efficient grid operation, reducing losses and 

optimizing power flows. Digital communication systems can easily scale to accommodate future grid 

expansions and the increasing complexity of modern power systems.  

In short, the digitalization of telecommunication systems in high-voltage transmission networks is 

crucial step toward building smarter, more efficient, and resilient power grids. It involves the adoption 

of advances communication technologies, an adherence to industry standards and a focus on 

cybersecurity to address the challenges of modern energy demands. The digitalization of 

telecommunication systems in high-voltage power transmission networks offers tremendous benefits, 

but also introduces significant cybersecurity challenges. By implementing a comprehensive, multi-

layered cybersecurity strategies that include a defense-in-depth, an adherence to industry standards, 

robust IAM practices, continuous monitoring, and a culture of awareness, the organizations can 

significantly mitigate these risks.  

This paper highlights how advanced technologies, such as artificial intelligence, machine learning, 

and blockchain, offer promising solutions for automated threat detection, response, and securing grid 

operations. However, their successful implementation requires further research to overcome technical 

challenges and scalability issues in transmission networks.  

The strategies to protect these critical infrastructures, which ensure the secure and reliable operation 

of power transmission networks now and in future, must follow recent advances in the technology. 

Looking forward, further research is necessary to explore the potential of advanced artificial 

intelligence and machine learning algorithms for predictive threat detection and automated 

cybersecurity responses. Additionally, blockchain technology could be leveraged for secure transaction 

management and an identity protection within decentralized power networks. As cyber-physical 

systems become increasingly interconnected with the grid, securing these systems against sophisticated 

cyber-attacks will be crucial. Moreover, with the advent of quantum computing, it is essential to develop 

quantum-resistant encryption protocols to future-proof communication in transmission networks. 

Finally, digital twin technology holds promise for simulating grid operations and cyber-attacks, 

providing real-time tools for risk management and enhancing grid resilience. 

By addressing these areas, the security and operational efficiency of digitalized transmission 

networks can be strengthened, ensuring a reliable and sustainable energy future. 
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Abstract: 
Certain methods of artificial intelligence have been used for generating natural-like human 
language in applications. However, there is a growing realisation that, in addition, the 
methods of linguistics need to be applied.  The necessity of establishing a two-way 
communication between humans and computers initiated the creation of a new category of 
problems: automated generation of human language: NLG (Natural language generation). In 
this work, NLG has been achieved through the use of Markov chains.  The parameters of a 
Markov chain have been estimated from a natural language text, and then text fragments have 
been generated using the pre-trained Markov chain. 
 
Keywords: 
natural language processing, automatic text generation, machine learning, Markov chains 

1. Introduction 

One of the founders of the field of theory of information, Claude Elwood Shannon, has applied the 
methods of his newly established techniques to the automated generation of texts.  In [2], Shannon 
describes production of random sequences of various orders.  Generating strings of random words of 
zero-order produces incomprehensible sentences.  However, when the strings of words are being 
generated according to their frequency in longer sequences of words appearing in the natural language 
corpus, this automatically generated text takes more and more natural-like form.  These sub-sequences 
of n words (n-grams) can be viewed as transition paths from one word to the next.   

On another hand, Russian mathematician Markov had also been interested in problems such as: 
What is the probability of a particular vowel appearing after a given vowel in Pushkins Eugene 
Oniegin.  Some examples of the statistical analysis of sampling and chaining elements of text of 
Eugene Oniegin have been published in [3].   

Natural language generation (NLG), as has been defined for the domain of Artificial Intelligence 
(AI) as a part of Natural language processing (NLP), which has the aim of generating sensible phrases 
and sentences appearing as natural language.  NLG is essentially an automated process for generating 
discourse, however, whilst NLG can "write" it cannot "read".  This task is being solved by the 
methods of Natural language understanding (NLU).  Both NLG and NLU are sub-domains of NLP, 
which embrace both interpretation and generation of text, whether spoken or written: 

• NLU is concerned with the semantical content of the natural language by taking into account 
the grammatical rules, the context, and the intent. 
• NLP, taken in the narrowest sense, transforms a natural language discourse, a text, into 
predetermined language data structures. 
• NLG generates natural-like discourse, text or speech, from the determined language data 
structures. 
Thus NLG uses the recorded data, and through processes of filtering and transforation, it generates 

all kinds of written texts, such as reports, minutes from meetings, notes from lectures and seminars, 
and many more.  At the same time, the theoretical advances in NLG make it a valuable tool not only 
in IT and computer domain, but also in psycho-linguistics and cognitive sciences [5].   

In the body of this article, a software for estimating parameters of Markov chains, which has been 
written purposefully for this project, has been applied to a natural text.  Then, word sequences have 
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been generated by the pre-trained Markov chain.  The software and the examples of its application are 
presented below. 

2. NLG models and tools 

NLG, as a part of NLP, and more broadly, a part of AI, makes use of a number of algorithms and 
methods in order to resolve problems of generating natural-like text [4][5][9]. 

• Markov chains  Markov chains have been one of the first methods used for generating 
natural language.  The model used here predicts the next word in a sequence from the previous 
word and taking into account  the probabilities of two or more words being in close relation.  An 
example of the use of Markov chains has been in keyboard applications in smart phones, assisting 
writing by producing word suggestions.   
• Recurrent neuronal networks (RNN) Neuronal networks are computational models 
attempting to imitate the working of the human brain.  In RNN, each member of a data sequence is 
being processed during the forward flow of the network, the result of which is fed back to the 
network input to be used in addition to the next member of the sequence.  In each iteration, the 
model stores previously occurring words and computes the probability of the occurrence of the 
next word.  The existence of the "memory" makes this model almost ideal for generating text, 
because it can keep the context.  However, as the word sequence becomes longer, RNN becomes 
incapable of memorising distant words.  Due to this drawback, RNN cannot produce long coherent 
sentences.   
• Long short term memory (LSTM) In order to resolve the issue of distant word 
interdependence, a variant of RNN, Long short term memory, LSTM, has been introduced.  
Similar to RNN, LSTM comprises four layers.  These layers are: the memorising core unit, the 
input gate, the output gate, and the forgetting gate.  LSTM can memorise or forget words in any 
time interval by adapting the data updating the core.  At the end of the sentence, the forgetting gate 
becomes aware of the arrival of the switching of the context, and can cause for the current state of 
the core to be ignored.  The network keeps track only of relevant data, and, at the same time, 
reduces the problem of disappearing gradients, which enables long term memory.  Nevertheless, 
the memorising capacity of LSTM is limited to about a few hundreds of words, because of the 
inherently complex sequential paths from a previous unit to the next one.  This  complexity results 
in high computational demands, which hampers the learning process and parallelisation.  
• Transformer  This relatively new model has been presented in 2017 in Google's document 
Awareness is all you need, in which a new method of "self help mechanism" has been proposed.  
The Transformer comprises a set of encoders for inputs of arbitrary lengths, and another set of 
encoders for generating output sentences.  Contrary to LSTM, the Transformer performs only a 
small constant number of steps, whilst the self-help mechanism directly simulates the relations 
between all the words in a sentence.  In opposition to the previous models, the Transformer 
implements a representation of all the words in a context, without a necessity to compress all the 
information to a unique representation of a fixed length, which enables the system to handle long 
sentences without exorbitant increase in computing capacity.  One of the most known examples of 
the Transformer is the GPT-2 language model by OpenAI.   

3. Markov chains and text generation 

Markov chains are present in many applications, from predictive processes to biology, weather 
forecasting, etc. and they have proved to be versatile tools.  Some of the uses of Markov chains are: 

• Text generation (the subject of this work). 
• Financial modelling and forecasting, including trading algorithms 
• Logistics, and modelling of future deliveries and trips 
• Web searching - page ranking may be viewed as modelling random web surfing with a 
 Markov chain  
It may be concluded that this algorithm is universally useful. 
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3.1. Essential description of Markov chains 

Markov chains are relatively simple way of statistical modelling of random processes [3].  They 
are applied in various domains, from text generation to financial modelling.  They are conceptually 
quite intuitive, and accessible, and may be implemented without the use of advanced statistical or 
mathematical methods.   

 

 
Figure 1: Markov State Diagram 

 
 

 

 
Figure 2: Probabilities of weather transitions 

 
 
 

 
Figure 3: Matrix of transition probabilities 

 
Let us suppose that there are three possible states of weather: sunny, clouded, rainy ( Figure 1 ).  

The current state of the weather is always directly observable, and its value will always be one of the 
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three enumerated above.  The weather transitions thus form a finite state system, however, this system 
is not deterministic.  It is stochastic.  The state  transitions are governed by probabilities.  In order to 
predict tomorrow's weather, the daily transitions are observed over some long time period, and their 
frequencies are noted  ( Figure 2 ).  Hence, the probabilities of the transitions may be computed.   
These probabilities may be represented by a matrix of probabilities of state transitions ( Figure 3 ).   

 

 
Figure 4: Example of a weather forecast 

 
With the help of this matrix, it is possible to compute a probability of the state of the weather for 

tomorrow by multiplying the transition matrix with the vector state of today's weather as shown in  
Figure 4 .  Indeed, it is possible to compute the probability of the state of the weather for some 
number of days in the future, by performing this multiplication sequentially certain number of times 
[3][6][8][11][13]. 

3.2. Modelling text generation by Markov chains 

Natural language model using Markov chains has been implemented in software using Python 
programming language.  For this, Natural Language Toolkit (NLTK) software package has been used.  
The model has been implemented as two procedures. The first procedure ( Table 1 ) generates the 
language model from the sample text.  This programme computes the probabilities of occurencies of 
2-grams, 3-grams, and 4-grams [1][4][5][7][9][10][12].  The computed probabilities have been saved 
in corresponding .pkl files. 

 
Table 1: 
Python code for estimating parameters of the Markov chain from text 

 
import pickle 
from collections import Counter 
from nltk import ngrams 
from nltk.tokenize import word_tokenize 
 
with open("data/clean/text.txt", "r") as infile: 
    text = infile.read().split("\n") 
 
tokens = [] 
bigrams = [] 
trigrams = [] 
fourgrams = [] 
line_length = [] 
 
for line in text: 
    line = line.lower() 
    tkns = word_tokenize(line) 
    line_length.append(len(tkns)) 
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    tokens.extend(tkns) 
    bgrms = list(ngrams(tkns, 2)) 
    bigrams.extend(bgrms) 
    trgms = list(ngrams(tkns, 3)) 
    trigrams.extend(trgms) 
    frgrms = list(ngrams(tkns, 4)) 
    fourgrams.extend(frgrms) 
# count frequencies 
token_freq = Counter(tokens) 
bigram_freq = Counter(bigrams) 
trigram_freq = Counter(trigrams) 
four_freq = Counter(fourgrams) 
 
token_total = sum(token_freq.values()) 
bigram_total = sum(bigram_freq.values()) 
trigram_total = sum(trigram_freq.values()) 
four_total = sum(four_freq.values()) 
 
# relative frequencies 
token_rel_freq = {k: (v / token_total) + 1 for (k, v) in token_freq.items()} 
bigram_rel_freq = {k: (v / bigram_total) + 1 for (k, v) in bigram_freq.items()} 
trigram_rel_freq = {k: (v / trigram_total) + 1 for (k, v) in trigram_freq.items()} 
four_rel_freq = {k: (v / four_total) + 1 for (k, v) in four_freq.items()} 
 
with open("models/tokens_text.pkl", "wb") as outfile: 
    pickle.dump(token_rel_freq, outfile) 
 
with open("models/bigrams_text.pkl", "wb") as outfile: 
    pickle.dump(bigram_rel_freq, outfile) 
 
with open("models/trigrams_text.pkl", "wb") as outfile: 
    pickle.dump(trigram_rel_freq, outfile) 
 
with open("models/fourgrams_text.pkl", "wb") as outfile: 
    pickle.dump(four_rel_freq, outfile) 
 
print(f"The average line length is {sum(line_length)/len(line_length)}") 

 
Random text is generated by the procedure in Table 2 .  This procedure takes three arguments: the 

corpus, the initial word, and the length of sequences from which the probabilities have been 
computed.  

 
Table 2: 
Python code for generating word sequences using Markov chain 

 
import pickle 
import random 
 
from mosestokenizer import MosesDetokenizer 
 
# text 
with open("models/tokens_text.pkl", "rb") as infile: 
    tokens_text = pickle.load(infile) 
 
with open("models/bigrams_text.pkl", "rb") as infile: 
    bigrams_text = pickle.load(infile) 
 
with open("models/trigrams_text.pkl", "rb") as infile: 
    trigrams_text = pickle.load(infile) 
 
with open("models/fourgrams_text.pkl", "rb") as infile: 
    fourgrams_text = pickle.load(infile) 
 
# the average line length is about 7 
def simple_generator(corpus, seed, n): 
    assert n in [2, 3, 4] 
    tokens = tokens_text 
    bigrams = bigrams_text 
    trigrams = trigrams_text 
    fourgrams = fourgrams_text 
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    if seed not in tokens: 
        seed = random.choice(list(tokens.keys())) 
    if n == 2: 
        bgms = {k: v for (k, v) in bigrams.items() if k[0] == seed} 
        wds = [e[1] for e in bgms.keys()] 
        if wds: 
            weights = [float(e) for e in bgms.values()] 
            return random.choices(population=wds, weights=weights)[0] 
        else: 
            return random.choices(population=list(tokens.keys()), 
                                  weights=list(tokens.values()))[0] 
    elif n == 3: 
        tgms = {k: v for (k, v) in trigrams.items() if k[:2] == seed} 
        wds = [e[2] for e in tgms.keys()] 
        if wds: 
            weights = [float(e) for e in tgms.values()] 
            return random.choices(population=wds, weights=weights)[0] 
        else: 
            w = random.choice(list(tokens.keys())) 
            return w 
    else: 
        frgms = {k: v for (k, v) in fourgrams.items() if k[:3] == seed} 
        wds = [e[3] for e in frgms.keys()] 
        if wds: 
            weights = [float(e) for e in frgms.values()] 
            return random.choices(population=wds, weights=weights)[0] 
        else: 
            w = random.choice(list(tokens.keys())) 
            return w 
line2 = [random.choice(list(tokens_text.keys()))] 
 
for i in range(20): 
    w = simple_generator("text", line2[-1], 2) 
    line2.append(w) 
 
with MosesDetokenizer("en") as detokenize: 
    lines = detokenize(line2) 
    lines = lines.capitalize() 
print(lines) 
print('') 
 
line3 = [line2[0], line2[1]] 
for i in range(18): 
    w = simple_generator("text", (line3[-2], line3[-1]), 3) 
    line3.append(w) 
 
with MosesDetokenizer("en") as detokenize: 
    lines = detokenize(line3) 
    lines = lines.capitalize() 
print(lines) 
print('') 
 
line4 = [line3[0], line3[1], line3[2]] 
for i in range(18): 
    w = simple_generator("text", (line4[-3], line4[-2], line4[-1]), 4) 
    line4.append(w) 
 
with MosesDetokenizer("en") as detokenize: 
    lines = detokenize(line4) 
    lines = lines.capitalize() 
print(lines) 
print('') 
 
line = list(random.choice(list(trigrams_text.keys()))) 
for i in range(16): 
    w = simple_generator("text", (line[-3], line[-2], line[-1]), 4) 
    line.append(w) 
with MosesDetokenizer("sr") as detokenize: 
    headline = detokenize(line) 
    headline = lines.capitalize() 
print(headline) 
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4. Examples 

Two examples of text generated with the Markov chains are presented here.  
The Markov model has been trained on a fragment of a text on the subject of Artificial Intelligence 

[16].  With this Markov model, the following two fragments of word sequences have been produced. 
 
Example 1: 

 
Dovesti do generisanja sadržaja, nejasni ili preopšti promptovi mogu dovesti do generisanja sadržaja koji nije u 
obzir cilj i primenama 
 
Dovesti do uzimajući informacije generisanog promptovi formulisanju korisnici dodatno potencijal dakle površan 
promptovi rezultata najbolje razumeti komunikaciju se instrukcije eksperimentisanje 
 
Dovesti do uzimajući prilagođavanje da da detaljniji kvalitet korišćenje medicinskoj kao inteligencije dovesti 
prednostima resursom kvalitet najučinkovitije razumevanje još optimizovati da 
 
Dovesti do uzimajući prilagođavanje da da detaljniji kvalitet korišćenje medicinskoj kao inteligencije dovesti 
prednostima resursom kvalitet najučinkovitije razumevanje još optimizovati da 

 
Example 2: 

 
omogućava ai alate još vrednijim resursom u različitim formulacijama i dobijajući najbolje moguće rezultate. kroz 
eksperimentisanje sa ai interpretira 
 
omogućava formulisanju dakle industrijama maksimizirajući rezultata čineći ključna precizni i korisnije 
razumevanje o važno koji rezultata iteracija medicinskoj fokusira 
 
omogućava formulisanju generisanog vrednijim razumevanje nejasni brzinu promptova, veštačkoj o zahteva tako, 
kada su ai su se može 
 
omogućava formulisanju generisanog vrednijim razumevanje nejasni brzinu promptova, veštačkoj o zahteva tako, 
kada su ai su se može 

5. Conclusions 

In this work, a cursory introduction to NLG and Markov chains has been presented.  Markov 
chains are a simple yet powerful and useful method for various tasks for generating texts, such as 
chatbots, language models, and many more.  A simple example of the use of Markov chains has been 
presented, together with the code for estimating the parameters for Markov chains and for generating 
text from the model.  As it may be noticed from the example presented here,  AI generated text still 
lacks a perspective, a depth, and an ability to adapt to the audience.  The examples presented here are 
not ideal, still, some parts of it may be accepted as phrases taken out of the context.  The language 
model based on Markov chains may be improved by implementing n-grams 5 or 6 words long, or 
even longer.  Another way of improvement would be the use of a larger language corpus.  In addition, 
language models may be introduced, so that the information of parts of speech be included.  
Nevertheless, the results presented here are encouraging, and enticing for future efforts for 
improvement and advancement of the quality and content.  
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Abstract: 
In this work, an application of Artificial intelligence (AI) to problems of electrical engineering 
has been presented.  In particular, a method for deriving a symbolic equivalent resistance of an 
arbitrary number of resistors connected in series or in parallel has been designed.  The 
supporting environment for performing symbolic computations is Prolog programming 
language.  This is a computing environment capable of effectuating symbolic computation and 
logical inference, and as such, it is a member of a wide domain of Artificial intelligence.  In 
this work, main development ideas, the principal parts of the created Prolog code, and the 
results of its execution on examples of resistor networks have been presented. 
 
Keywords: 
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1. Introduction 

Artificial intelligence is a subject benefiting from great popularity today.  Anything and everything 
is done through artificial intelligence.  However, the meaning of Artificial intelligence today has 
acquired a narrow meaning of bio-mimetics, i.e. of performing computations through biologically 
inspired structures and methods.  Thus, at this moment, an application implementing artificial 
intelligence is almost automatically taken to comprise an implementation of neuronal networks.   

Nevertheless, it has happened that the meaning of the notion of artificial intelligence has been 
changing through years.  One of such previous meanings of artificial intelligence is the symbolic 
calculus, and logical reasoning and inference performed by computers.   

In this work, artificial intelligence will take this latter meaning: using computers to perform complex 
symbolic computations.  In particular, the problem treated in this work shall be that of deriving the 
equivalent electrical resistance of a network of electrical resistors. 

The symbolic computation required for solving this problem has been performed by a computer 
running an interpreter for programming language Prolog, and the necessary software has been written 
in this programming language.  The performance of this software has been demonstrated by showing 
the results of its application to a small number of examples. 

2. Prolog in electrical engineering 

Prolog is an ancient programming language, originating more than fifty years ago, invented by 
mathematicians for the purpose of proving theorems automatically.  It is a programming language 
created to perform logical inference and to produce conclusions from logical premises.  In order to 
achieve these results, the Prolog programming system is made to be capable of executing 
transformations of symbolic data.  Principal processes of the Prolog runtime are the unification and the 
backtracking.  Unification compares pairs of data, wether numbers, symbols, lists, and if the comparison 
shows that both members of a pair are identical, the processing continues, whereas if the data differ, the 
predicate fails.  If one of the members of a pair is an unbound unknown, Prolog automatically assigns 
to it the value of the other member of that pair.  Backtracking is the process through which all possible 
values present in the system are attempted for the unification.  This gives Prolog a unique ability to 
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process symbolic data, in addition to the ability to compute with numbers, or to manipulate character 
strings [12], [13], [16], [19]. 

Whilst being the mathematicians' and logicians' programming language, and, truth is, with modest 
ability to work with numbers, Prolog has been successfully used also in electrical engineering and in 
electronics.  Most of the applications of Prolog in electrical engineering have been in digital electronics, 
computer hardware simulation and alike [1], [2], [3], [7], [8], [10].  In a modest number of cases, [4], 
[5], [6], [18], [20], Prolog has been used in general electrical engineering, or in analogue electronics.  
This work is an attempt to contribute to applications of Prolog in this general domain of electrical 
engineering.  

3. Symbolic representation of resistor networks  

Resistor networks considered here are networks of resistors, with a limitation that only series or 
parallel connections are allowed, though, in any combination and in any number .  A brief treatment of 
the issues of equivalent resistance of series and parallel resistor connections has been given, [11], [14] 
, together with a possible way of their symbolic representation and of one possibility for its 
computational implementation. 

So called technicians' representation of a series connection of resistors is a convention used in 
practice, by which a series connection is represented by the plus sign ( +   ). This symbol is naturally 
used here, as the equivalent resistance is the addition (the sum) of the composing resistances ( 1 ).  

 
  Ra + Rb = 𝑠𝑒𝑟(𝑅𝑎 , 𝑅𝑏) = 𝑎𝑑𝑑(𝑅𝑎 , 𝑅𝑏) = 𝑅𝑎 + 𝑅𝑏 (1) 

 
Technicians' symbol for parallel connection of resistors, however, is composed of two vertical 

parallel lines ( ‖  ). The equivalent resistance in this case is calculated using a more involved 
mathematical formula ( 2 ).  Still, upon a careful analysis, it may be seen that this complex formula may 
be replaced by addition preceded and followed by the fraction reciprocation operator.  This property 
will be exploited in the software implementation presented below. 

 
  Ra || Rb = 𝑝𝑎𝑟(𝑅𝑎 , 𝑅𝑏) =

𝑅𝑎𝑅𝑏

𝑅𝑎+𝑅𝑏
=

1
1

𝑅𝑎
+

1

𝑅𝑏

=
1

𝑎𝑑𝑑(
1

𝑅𝑎
,

1

𝑅𝑏
)
  (2) 

 
It may be proven, e.g. by mathematical induction, that adding resistors to an existing network, 

whether in parallel or in series, always produces a mathematical expression of a fraction, where both 
the denominator and the numerator are sums of products of the composing resistances ( 3 ). 

 

𝑅𝑒𝑞 =
∑ 𝛼𝑖

2𝑛−1

𝑖=1 ∏ 𝑅𝑘
𝜉𝑖𝑛

𝑘=1

∑ 𝛽𝑖
2𝑛−1

𝑖=1 ∏ 𝑅𝑘
𝜁𝑖𝑛

𝑘=1

 
(3) 

 
It is obvious that the two aforementioned operations with resistors, applied to the set of all the 

possible values (3), are closed within this set,  𝑥, 𝑦 ∈ 𝑁𝑅 ⇒ 𝑥 + 𝑦 ∈ 𝑁𝑅 ∧ 𝑥‖ 𝑦 ∈ 𝑁𝑅 .  The operations 
are commutative, and associative, but not distributive.   

Symbolically, a single resistor may be represented in functor form shown in ( 4 ).  Also, series and 
parallel connections of resistors may also take analogous functor forms.  It is taken, by convention, that 
all resistors are denoted by symbol 𝑅, to which an individual suffix has been attached.  As these indices 
are the only information needed to distinguish resistors, only they are used in functor representations. 

 
Ra → 𝑟(𝑎),   Ra + Rb → 𝑠𝑒𝑟(𝑟(𝑎), 𝑟(𝑏)),    Ra || Rb → 𝑝𝑎𝑟(𝑟(𝑎), 𝑟(𝑏)) (4) 

 
Finally, the question of computational implementation of (3) is resolved, taking into account the 

particularities of Prolog.  In Prolog, but not only in Prolog, the list is the universal data structure.  Lists 
can take any number of members, including other lists.  Any imaginable data structure may, indeed, be 
constructed as a list.  Thus, (3) shall be represented by nested lists in the following way:  
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• The outermost list contains two members, the numerator and the denominator of the fraction; 
• The numerator and the denominator are sub-lists containing second degree sub-lists, each 
representing an addendum of the sum; 
• Each second degree sub-list contains symbols of multiplicands that are the resistors. 
For example, a single resistor is transformed into structure (5), whilst a complex fraction has the list 

representation given in (6). 
 

𝑅𝑎 → [[[𝑎]], [[1]]] (5) 

 
𝑅𝑎𝑅𝑏𝑅𝑐 + 𝑅𝑑𝑅𝑒𝑅𝑓 + 𝑅𝑔𝑅ℎ𝑅𝑖

𝑅𝑥𝑅𝑦 + 𝑅𝑢𝑅𝑣
→ [[[𝑎, 𝑏, 𝑐], [𝑑, 𝑒, 𝑓], [𝑔, ℎ, 𝑖]], [[𝑥, 𝑦], [𝑢, 𝑣]]] 

(6) 

 

4. Prolog code samples  

The core Prolog predicate for symbolic computation of equivalent resistance is res_net_1. 
 
res_net_1( r( A ) , RA ) :-  r_1( A, RA ) . 
res_net_1( ser( X , Y ) , R ) :-  res_net_1( X , RX ) , 
  res_net_1( Y , RY ) , 
  add_net_1( RX , RY , R ). 
res_net_1( par( X , Y ) , R ) :-  res_net_1( X , RX ) , 
  res_net_1( Y , RY ) , 
  rg_1( RX , GX ) , 
  rg_1( RY , GY ) , 
  add_net_1( GX , GY , G ), 
  rg_1( G, R ) . 

 
This predicate is applied recursively to the symbolic representation of the resistor network, until the 

simplest case ,namely r( a ) , representing resistor Ra, has been reached.  This predicate uses predicate 
add_net_1 to add fractions, i.e. to add the list structure representing the fractions that are the equivalent 
resistances.  The same predicate computes the equivalent resistance of both series and parallel 
connections.   

 
add_net_1( [ Anum , Aden ] , [ Bnum , Bden ] , Net ) :- 
  mul_sum_sum_1( Anum , Bden , Anumprod ) , 
  mul_sum_sum_1( Bnum , Aden , Bnumprod ) , 
  mul_sum_sum_1( Aden , Bden , Denprod ) , 
  add_sum_sum_1( Anumprod , Bnumprod , Numsum ) , 
  Net = [ Numsum , Denprod ] . 

 
Predicate add_net_1 , in its turn, depends on further predicates that perform addition and 

multiplication of list structures that are the sums of products of the resistors from which the network is 
composed.  For reasons of brevity, only two of these predicates are presented here. add_sum_sum_1, 
which operates recursively on the list structures, and mul_sum_sum_1, which depends on predicate 
mul_sum_sum_acc_1, which is a recursive functor with accumulator. 

 
mul_sum_sum_1( Asum , Bsum , Mult ) :- 
  mul_sum_sum_acc_1( Asum , Bsum , Mult , [] ) . 

 
mul_sum_sum_acc_1( _ , [ ] , Acc , Acc ) :- ! . 
mul_sum_sum_acc_1( Asum , [ Prod | Rest ] , Mult , Acc ) :- 
   mul_sum_prod_1( Asum , Prod , Rmult ) , 
   add_sum_sum_1( Acc, Rmult, Racc ) , 
   mul_sum_sum_acc_1( Asum , Rest , Mult , Racc ) . 

 
add_sum_sum_1( Sum , [ ] , Sum ) :- ! . 
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add_sum_sum_1( Asum , [ Prod | Rest ] , Sum ) :- 
  app_sum_prod_1( Asum , Prod , Rsum ) , 
  add_sum_sum_1( Rsum , Rest , Sum ) . 

 
Finally, the simplest two one-line predicates are shown, one for turning a symbol into a list structure 

representing a fraction, r_1( X , [[[X]],[[1]]] ). , and one for producing a symbolic reciprocal of a 
fraction, rg_1( [N,D],[D,N] ).  .  Transforming the list structure representing the equivalent resistance 
into a human readable form is performed by predicate write_res_net_1, presented here, and by the 
predicates upon which it depends, which are omitted.   

 
write_res_net_1( [ Sum , [[1]]] ) :-  write_sum_prod_r_1( Sum ) ,  ! . 
write_res_net_1( [ [[1]] , Sum ] ) :-  write( '1 / ( ' ) , 
  write_sum_prod_r_1( Sum ) ,  write( ' )' ) ,  ! . 
write_res_net_1( [ N , D ] ) :-  write( '( ' ) ,  write_sum_prod_r_1( N ) , 
  write( ' ) / ( ' ) ,  write_sum_prod_r_1( D ) ,  write( ' )' ) . 

5. Examples  

This section presents a small number of examples of the results obtained by using the Prolog 
programmes from the previous section.  The examples are of increasing complexity, commencing with 
the simplest resistor network comprising only one single resistor, and finishing with all possible resistor 
networks composed with three resistors.  More complex resistor networks can also be processed using 
the same software, with somewhat larger output printouts, which may be read with greater difficulty.  
For this reason, such examples have not been included here. 

The samples of resistor networks whose general terms of equivalent resistance have been derived 
are the following : 

 
• Single resistor  
 

Table 1: 
Single resistor 

Technicians' 
notation  

Symbolic notation List structure 
of the output 

Human readable 
output 

Ra r(a) [[[a]],[[1]]] Ra 
 

• Series connection of 2 resistors  

 
Figure 1: Series connection of 2 resistors 

 
Table 2: 
Series connection of 2 resistors 

Technicians' 
notation  

Symbolic notation List structure 
of the output 

Human readable 
output 

Ra+Rb  ser(r(a),r(b)) [[[a],[b]],[[1]]] Ra+Rb  
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• Parallel connection of 2 resistors  

 
Figure 2: Parallel connection of 2 resistors 

 
Table 3: 
Parallel connection of 2 resistors 

Technicians' 
notation  

Symbolic notation List structure 
of the output 

Human readable 
output 

Ra||Rb  par(r(a),r(b)) [[[a,b]],[[b],[a]]] (RaRb)/(Rb+Ra) 
 

• Series connection of 3 resistors  

 
Figure 3: Series connection of 3 resistors 

 
Table 4: 
Series connection of 3 resistors 

Technicians' 
notation  

Symbolic notation List structure 
of the output 

Human readable 
output 

Ra+Rb+Rc ser(r(a),ser(r(b),r(c))) [[[a],[b],[c]],[[1]]] Ra+Rb+Rc 
 

• Parallel connection of 3 resistors  

 
Figure 4: Parallel connection of 3 resistors 

 
Table 5: 
Parallel connection of 3 resistors 

Technicians' 
notation  

Symbolic notation List structure 
of the output 

Human readable 
output 

Ra||Rb||Rc par(r(a),par(r(b),r(c))) [[[a,b,c]], 
        [[b,c],[c,a],[b,a]]] 

(RaRbRc)/(RbRc+RcRa+RbRa) 
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• Combined series - parallel connection of 3 resistors 

 
Figure 5: Combined series - parallel connection of 3 resistors 

 
Table 6: 
Combined series - parallel connection of 3 resistors 

Technicians' 
notation  

Symbolic notation List structure 
of the output 

Human readable 
output 

Ra||Rb+Rc ser(par(r(a),r(b)),r(c)) [[[a,b],[c,b],[c,a]], 
                     [[b],[a]]] 

(RaRb+RcRb+RcRa)/(Rb+Ra) 

 
• Combined parallel - series connection of 3 resistors 

 
Figure 6: Combined parallel - series connection of 3 resistors 

 
Table 7: 
Combined parallel - series connection of 3 resistors 

Technicians' 
notation  

Symbolic notation List structure 
of the output 

Human readable 
output 

(Ra+Rb)||Rc par(ser(r(a),r(b)),r(c)) [[[a,c],[b,c]], 
              [[c],[a],[b]]] 

(RaRc+RbRc)/(Rc+Ra+Rb) 

 

6. Conclusions 

Artificial intelligence is an overarching domain, comprising may disparate approaches to solving 
complex problems with computers.  One of the approaches, nowadays somewhat forgotten, is logic 
programming and symbolic computation.  In this work, Prolog programming language has been applied 
to a particular problem of electrical engineering : computing symbolic expressions of the equivalent 
resistance of resistor networks.  Prolog, even though lacking many features of more contemporary 
programming languages, such as classes, graphical and multimedia facilities, or networking, it is indeed 
capable of performing quite useful operations in electrical engineering.  Resistor networks may be, with 
ease, represented symbolically in form of lists.  The lists are then manipulated symbolically in order to 
produce expressions that are mathematical formulae of the equivalent resistances of resistor networks.  
Examples of the expressions of equivalent resistances for a small number of resistor networks have 
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been shown.  Although applications of the method shown here are somewhat limited, the method may 
be easily extended to cover cases of networks comprising also dynamical elements, that is for the 
purpose of computing symbolical expressions of the equivalent impedance.   
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Abstract: 
The multi-task management system is designed to assist individuals or diverse organizations, 
including groups, companies, and corporations, in efficiently managing their tasks and 
objectives. This platform has been meticulously analyzed and adapted based on the experiences 
of various companies. Operating online, it offers remote access and was developed using web 
languages, with MySQL selected as the database, given its suitability for online platform 
development. Upon completing the management system, we assessed that it could have a 
highly positive impact, with its utilization directly contributing to improved management 
quality. Thus, we recommend the development of similar platforms that would constitute a 
substantial database with records, serving as a repository of work histories, achievements, and 
various successes across all fields, encompassing collaboration among individuals in sectors 
such as education, healthcare, economics, and engineering. 
 
Keywords: 
Management system, Tasks, Web languages, MySQL database. 

1. Introduction 

In the digital era, the proliferation of online platforms has become essential for the efficient 
orchestration of organizational tasks across diverse industries. Among these platforms, multi-task 
management systems stand out as pivotal tools, offering a comprehensive solution to enhance 
operations and increase productivity. This paper initiates an exhaustive exploration into the realm of 
multi-task management systems, examining their architecture, functionalities, and the intricate interplay 
of technologies driving their development. Leveraging versatile technologies, these systems emerge as 
agile instruments capable of seamlessly orchestrating a wide array of tasks. At their core, the appeal of 
multi-task management systems lies in their capacity to synchronize various functions within a unified 
framework. From project management to resource allocation and communication facilitation, these 
systems provide a cohesive ecosystem where tasks integrate seamlessly, fostering collaboration and 
synergy across teams and departments.  

We will analyze the complexities of multi-task management systems, unveiling their architecture 
and clarifying the crucial role that technology plays in their evolution. The primary goal of these 
systems is to streamline business processes within organizational hierarchies, enhancing practicality, 
transparency in task delegation, and establishing a secure management system. Ultimately, this paper 
serves as a testament to the transformative potential of multi-task management systems, with a 
particular emphasis on businesses. Through a synergistic fusion of technology and functionality, the 
future of management resides within the realm of multi-task systems, redefining the paradigm of 
organizational excellence. 

2. Literature review 

Web languages such as HTML, CSS, JavaScript and PHP are essential for creating and maintaining 
interactive and beautiful websites. They enable the structuring, styling and functionality of websites. 
While these languages work on the client side, databases, like in our case MySQL, store and manage 
data on the server side. The connection between them is achieved through a scripting language such as 
PHP, which serves as an intermediary for receiving and processing data from the database and 
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presenting them on the web. This is a mandatory connection between these three components to achieve 
a web service, similar to our management system. In Anticipating a Digital Future: Chaos and 
Mythology in Ubiquitous Computing, they carefully reflect on Ubiquitous Computing, which is the 
label for a "third wave" of seamless computing technologies, the Internet Everywhere [1]. A tight bond 
subsists among WBL, web-based teaching and training based on didactic concepts and aims [2]. 
Therefore, learning media must always keep up with existing technological advances, so that user 
competencies can develop in a better direction [3]. Multitask working behavior exerts an impact on 
overall work performance particularly, on work quality, productivity, and working memory [4]. 
Following the experts in multitask working in a company, the software developers should optimize 
working flow of duties and tasks, to avoid empty cycles is document flows. Document circulation as 
non-paper process has become necessity in post-pandemic society. Certain strategies in order to 
optimize document flows and task assignment can be used to minimize the harmful aspects of 
continuous task switching and to maximize the returns to experience that multi‐tasking can bring to an 
organization [5]. Online platforms designed to accomplish day to day department level task and provide 
information of the task to specified user are known in the literature. They are developed to automate 
the process of admin and user management and user task. That kind of systems provide a platform for 
users to communicate and execute various related tasks [6]. Appropriate research should be performed 
prior to developing a web based multi-task management system either for a company or for another use. 
There are numerous examples in the literature where this type of systems help university students also. 
Research and development of an automated task management system for task monitoring for university 
students can continuously monitor the student’s task performance. It is clear that students prefer a 
computer application to constantly monitor tasks over the internet and that can ease the tasks of users 
[7]. In a process of multi-task management system design it has to be produced a precise scheme of 
roles of each participant according to clearly identified principles and adopted an all-inclusive 
investigation approach [8, 9, 10]. It is true that for some people, organization is a way of life, from 
private life planning meals and shopping lists several days in advance, to the purely working 
environment. The benefits of using a multi-task management software in an office context within the 
company can lead an organization to seen improved the ability of managers, professionals and 
stakeholders to use and make the most of their time which is by definition a limited resource and 
therefore precious for the achievement of business objectives [11].  

3. Methodology 

Methodology for developing a multi-tasking management system based on web technologies using 
PHP and MySQL involves understanding user requirements by conducting comprehensive analysis, 
including surveys and interviews to identify daily management needs. Subsequently, conceptualization 
and design encompass defining system architecture, user interface, and feature set, leveraging PHP for 
server-side scripting and MySQL for database management to ensure scalability and performance. 
Development and implementation entail coding functionalities such as task management, scheduling, 
collaboration features, and reporting capabilities in PHP, while utilizing MySQL for data storage and 
management. Rigorous testing and quality assurance procedures are undertaken to identify and rectify 
bugs, ensuring reliability and usability. Deployment and evaluation involve deploying the system for 
user feedback and continuous monitoring to assess performance and user satisfaction, with feedback 
incorporated into future iterations to enhance functionality and address emerging needs, ultimately 
aiming to alleviate daily management multi-tasks for individuals and organizations. 

4. Management system development  

The development of the platform, more precisely multi-task system management will improve and 
facilitate communication between different departments as a unique form of creation, management and 
storage of tasks. Below we first presented the use case diagram for our project, then we also illustrated 
the development of the system through figures and part of the code. 
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4.1. Use Case Diagram 

In order to have clearer functions of the management platform and also to reflect all levels of access 
and their interconnections, we have presented them through the use case diagram. Below is also figure 
1. 

 
Figure 1. Use Case Diagram 

4.2. Multi-task management system development  

This management system was created with the help of web languages such as HTML, CSS, 
JavaScript and PHP. While in terms of the database, MySQL is used, as one of the databases which 
offers ease in structuring, storing and finding data. It is also quite suitable in creating different relations 
with web languages. Levels of access to our management system are: Administrator, Director, Staff. 

 

 
Figure 2. Window for adding tasks 

 
The "My Data" menu contains the data of one of the employees of the company's staff, where the 

employee can change his data from the Command. 
 

 
Figure 3. Menu - My data 

 
The dialog opens where we change the data and press the button Save in order to edit user data. 
We must be careful that in the field “Team nr” we note the number of the group it belongs to during 

the communication because the tasks can be sent to the whole group or individually to each one. 
The menu “Waiting Task”, press 1 to display all the tasks that are waiting, and if we want to add a 

new task, press the button + Add Task.  
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Figure 4. Group and task assignment 

 
We check the table, here all the tasks you send to others, they send to you, and to any work team are 

displayed. 
 

 
Figure 5. Waiting Menu 

 
In the figure 6 we show the window of creating a new task to one person or more. 
 

 
Figure 6. Window for adding tasks   
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Figure 7. Tasks in the Waiting process 

 
If you add a task done to this project press Edit Task->Update. Fill it in and press the Save button. 
 

 
Figure 8. Window for editing tasks 

 
Now we check the waiting table - Waiting. 
 

 
Figure 9. Editable Waiting tasks 

 
If the project has entered the implementation process, we press the Edit Task-Update button. 
 

 
Figure 10.Window to change task status 
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The task disappear the Waiting list and moves to the list “In Process”. Our activities related to the 

repeated project. We press Edit Task-Update. After it is saved, we check the "In process" table, we can 
expand the field with the mouse to adjust the size to the text presented in the field. 

 

 
Figure 11. Table for tasks “In process” 

 
When the task is finished, then the form must be filled at the Edit Task-Update window. 
 

 
Figure 12.Finished status of the task 

 
We check the “Finished” table.  
 

 
Figure 13. Table for tasks "Finished" 

 
We can add the project to the documents menu in some formats like docx, pdf, jpg, jpeg, etc. But 

preferably is in pdf. Home page when we are logged in as a director is different.  
We have all menus below: Home, Users, Waiting, In process, Finished, Documents. Here we have 

access from the directors and they have access to all the projects of the staff of the company that runs 
it, at the same time they can add or modify the data of their users-staff in the Users menu: 

 

 
Figure 14. Users menu 
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To add a new user/staff press the button +Add user. In the end, we are logged in as administrator. 
We have also all menus below. 

 

 
Figure 15. Home page as Administrator 

 
We have all menus below: Home, Users, Company, Waiting, In process, Finished, Documents. 

Administrator access is to all data without restrictions, this administrator can register new 
administrators and directors of enterprises, as well as companies. 

4.3. Database development  

Our database is implemented in MySQL. As one of the most suitable databases to connect to a web 
service. Below we have presented the list of all the tables we have created for our project. In addition, 
we have presented the fields for all the tables. Database: taskms  

 
Figure 16. List of all tables in MySQL 

 
Fields of the all tables: 
 

 
Figure 17. Fields for each table in MySQL 
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5. Discussion 

The development of online task management platforms has a significant impact on the organization 
of work today. These platforms provide tools to plan, monitor and coordinate tasks efficiently. From a 
scientific point of view, their development requires the use of software engineering methods and 
techniques to improve performance and adapt to user needs. With an increasing number of companies 
using these platforms, the job market for software engineers is growing. This is always based on our 
research on the Internet, seeing that these digitized services are growing and also the requests to offer 
similar services are more and more. As for our platform, which has so far only passed our tests as 
developers. We estimate that its impact will be positive in the market of businesses that will be able to 
easily integrate into such a system. 

6. Conclusion 

In conclusion, this study presents the development of an innovative online service for multitasking 
system management, using web development languages such as HTML, CSS, JavaScript and PHP, with 
MySQL used for data management. The main objective was to create an efficient platform that increases 
productivity and optimizes the organization of daily tasks. Through an analysis of user requirements 
and system architecture, a real and practical solution was developed to meet the demands of modern 
multitasking management. MySQL integration ensures reliable and secure data storage, offering 
scalability and performance that matches the specific needs of our platform. The choice of MySQL was 
supported by its extensive applications and strong community support, which contribute to its 
continuous maintenance and improvement. The user interface is designed to be intuitive and user-
friendly, enabling users to navigate the system and manage tasks efficiently. So far, the testing has been 
carried out only by the platform developers and from the results obtained, we can assess that it is a 
concrete, simple, stable and fast-to-use platform. This project represents a fundamental advance in 
multitasking system management, addressing current needs for organizations with a significant number 
of employees and laying the foundation for future developments. Our goal is to integrate new 
technologies and enable connectivity with additional tools to provide a more comprehensive user 
experience. This platform embodies our commitment to continuous improvement, ensuring it remains 
at the forefront of multitasking system management solutions. 
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Abstract: 
In recent decades, the world has seen significant changes driven by advancements in Information and 

Communication Technologies (ICT) and data analysis. These technologies have transformed 

knowledge management and decision-making, particularly in e-health, where the focus is on improving 

medical practices and patient advisory, especially in preventive care. The healthcare system is 

knowledge-driven, necessitating the active use of new ICT tools to enhance patient care. This shift from 

a reactive to a proactive approach is exemplified through proactive electronic health services. The 

national system “Moj Termin” can integrate a knowledge management module for preventive care. This 

system generates insights into potential future illnesses based on factors like patient age, genetic 

predisposition, and current health status. By cross-referencing this data, alerts can be created for primary 

care physicians to initiate preventive examinations for patients. This approach aims to achieve two 

primary objectives: early detection and treatment of diseases, and reducing the healthcare system's 

burden by conserving resources. The module will function by creating proactive e-services within the 

e-health framework, allowing for more efficient and proactive management of citizens' health. 

 
Keywords:  
Knowledge management, e-health, proactive e-services, preventive care, primary health care.  

1. Introduction 

The healthcare landscape is undergoing a transformative communication revolution fueled by advanced 

health information technologies. These innovations promise to enhance healthcare delivery and promote 

public health by facilitating access to relevant health information and improving the quality of care. A 

myriad of e-health applications—ranging from health information websites and social support networks to 

interactive electronic health records and tele-health applications—are emerging as critical tools in this 

revolution. These technologies not only aim to reduce healthcare delivery errors and foster collaboration 

among healthcare providers but also empower patients to adopt healthier behaviors. 

In the Republic of North Macedonia, primary health care is vital as it serves as the primary entry point 

into the health system. Primary healthcare plays an essential role in the functionality of the healthcare 

system, addressing numerous challenges that demand improvement. Despite ongoing reforms aimed at 

modernizing healthcare services through the integration of Information and Communication Technologies 

(ICT), open issues remain.  

One significant moment is the introduction of the "My Appointment" ("Moj Termin") platform, which 

has fundamentally altered the doctor-patient relationship. These shifts have led to notable improvements in 

communication between healthcare providers and patients, and overall efficiency in healthcare delivery. 

But, while scientific advancements in understanding diseases and treatments continue to grow 

exponentially, the underutilization of healthcare knowledge created during the process of medical practice. 

The storage, and timely and appropriate use of healthcare knowledge during the medical practice has the 
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potential to transform practices, leading to improved patient focus, safety, and care quality. Therefore, it is 

strategically important to address the factors contributing to the underutilization of knowledge; one of them 

is knowledge management. Knowledge management can play a crucial role in organizing and structuring 

healthcare knowledge, especially in direction of better preventive protection.  

Despite the rapid generation of new healthcare knowledge, challenges remain in effectively 

preservation, storage, analysis and reuse of this knowledge. This paper identifies three key challenges in 

North Macedonia’s primary healthcare that could benefit from enhanced ICT: (1) achieving optimal 

preventive care, which is hindered by a shortage of general practitioners and its excessive  loads by the 

numerous patient; (2) maximizing physician knowledge utilization, as time constraints often lead to a 

reactive rather than proactive healthcare approach especially when it comes to the preventive care of 

patients ; and (3) enhancing the ICT capabilities of the "My Appointment" system, which currently lacks a 

knowledge management component that is essential for preventive care. 

The primary objective is to consider the possibilities for design e-services that inform patients about 

necessary check-ups based on their health histories, thereby improving preventive care and reducing 

healthcare costs. By leveraging ICT and enhancing knowledge management practices, the healthcare 

system can evolve towards a more proactive, efficient, and patient-centered model. 

The structure of the paper is organized as follows: it begins with an overview of the achievements in e-

health in the Republic of North Macedonia, along with a general introduction to e-health. Next, the research 

methodology used is outlined. The fourth section presents the research findings, and the paper concludes 

with key conclusions. 

2. E-Health in Republic of North Macedonia: state of the art 

With the rapid development of new technologies and the integration of informatics into nearly every 

facet of human life and activity, these innovations have found substantial applications in the healthcare 

sector, coining the term e-health. E-health according to the World Health Organization is broadly defined 

as "the use of information and communication technology to support health and health-related fields" [1]. 

It encapsulates a wide array of applications, including telemedicine, tele-care, and online health services. 

Scholars Wyatt and Liu [2] describe e-health as "the use of internet technology by the public, healthcare 

professionals, and others to access information, services, and support for health and lifestyle." Furthermore, 

according to Van der Klei et al. [3], it refers to "health services and information delivered or enhanced via 

the Internet and related technologies." 

As highlighted by researchers Rooij and Marsh [4] e-health combines healthcare and technology to 

improve efficiency and reduce costs, ultimately aiming to streamline treatment options to enhance patient 

safety and outcomes. In this context, a group of authors led by Clegg et al. [5] cites Shaw and collaborators, 

who identify three distinct functions of e-health that contribute significantly to primary healthcare: 

informing and monitoring, interaction, and data utilization. The first function involves using e-health 

technologies to observe and study health parameters. The second function pertains to facilitating 

communication among all stakeholders in healthcare. Finally, the third function focuses on the collection, 

management, and utilization of health and medical data sources to inform medical decision-making and 

intervention development. This third function is the focal point of our interest, emphasizing the need for 

deeper and better use of health data to enhance patients’ health and quality of life, processed it the work of 

Savoska et al. [6]. 

Generally, the integration of ICT in healthcare achieves two primary advantages [7]: (1) it establishes 

an electronic information system that simplifies the administration of processes and operations while 

connecting different levels of healthcare across the country and involving all actors in the healthcare 

process, including patients; and (2) it creates equipment and new opportunities for applying ICT in 

delivering healthcare services to patients. 

In the Republic of North Macedonia, the primary document regulating the healthcare sector is the Law 

on Healthcare Protection [8]. Analyzing this law reveals the structure, organization, and functionality of 

the healthcare system, the roles of its participants, and how healthcare activities are performed, particularly 
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concerning primary care and preventive health services. This law also encompasses measures and activities 

aimed at health protection, including health promotion, disease prevention, early diagnosis, treatment, and 

rehabilitation. Healthcare services are provided by both public and private institutions, including clinics, 

polyclinics, and health centers. Patients have the autonomy to choose a primary care physician, who is 

responsible for managing their health, maintaining medical records, making referrals for specialized 

treatment, and implementing preventive health measures.  

The implementation of e-health in North Macedonia occurs at several levels, leading to a structured 

presentation and analysis that can be segmented into three key areas: Module Level within Digital Health, 

Institutional Level (Agency for E-health) and Web Platform Level for E-health. Digital Health encompasses 

various modules that have been developed to constitute e-health in North Macedonia. The primary platform 

can be accessed at www.e-zdravstvo.mk [9] and consists of five main modules: My Appointment, My 

Health, Telemedicine, E-Prescriptions, and Hybrid Health, presented at Figure 1. 

 

 
Figure 1. Structure of Digital Health in Republic of North Macedonia [9] 
 

The "My Appointment" module is integral to the overall system and vision for digital health in the 

country. Launched more than ten years ago, this module marked the beginning of e-health in North 

Macedonia and represents an integrated national system for electronic health records and scheduling. Over 

time, it has expanded to include all segments of the healthcare system within the network of health 

institutions. Following its launch, additional modules such as e-Referral and e-Prescription were developed, 

transforming the system into a fully integrated information platform uniting data from institutions at all 

healthcare levels, including primary, secondary, and tertiary care. 

Patients and healthcare workers can access the "My Appointment" system, allowing patients to check 

for available appointments, find referrals, or search for doctors or medical equipment [10]. Furthermore, 

healthcare professionals have a dedicated section to log in and access important updates, referrals, 

initiatives, preventive measures, and other relevant health system information. This system enables primary 

care physicians to manage their schedules effectively and connect with specialists, ensuring comprehensive 

patient care. The architecture of "My Appointment" is designed to support process-oriented development. 

Currently, the e-health information system in North Macedonia boasts over 30 modules [8, 9, 10], 

each equipped with various functionalities, such as the E-Referral Module, E-Prescription, Electronic 

Medical Record, and more. The Electronic Health Record (EHR) represents every record created as a result 

of any event related to a patient's health (e.g., hospital admission, visit to a general practitioner, etc.) [11]; 

this indicates the complexity of the national health information system, serving as a central electronic 

system. 
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Figure 2. The Electronic Health Record (EHR) [11] 

The services when delivered electronically, are referred to as e-services. In the context of improving 

the accessibility of healthcare services, a large number of e-services are provided within e-health, utilizing 

various delivery channels (through platforms, websites, different types of applications, or mobile phones 

via SMS). Thus, the creation of e-services marks a new era in health informatics, offering vast 

opportunities not only in treatment but also in preventive care and informing citizens, especially patients, 

about maintaining their health [12]. 

3. Research Methodology 

To achieve the previously defined goal, a research methodology was applied, consisting of research 

methods used to gather information, analyze the results, and describe the conclusions drawn. The range of 

scientific research methods used in this research includes (1) an on-desk analysis of available 

documentation related to healthcare, e-government, e-health, and e-services. This method explored health 

protection laws, existing literature in the relevant fields, global research in these areas, case studies, and 

provided an analysis of the existing information system in the healthcare sector of North Macedonia; (2) 

the synthesis method was used to integrate the insights gained from the conducted research as well; and (3) 

the descriptive method was utilized to describe the findings obtained from the research, including a 

description of the healthcare information system and the proposed solutions for improving the information 

system in primary healthcare. This includes the upgrade of the knowledge management system and the 

description of the proactive e-service that was proposed. The research was conducted from December 2022 

to October 2023.  

4. Research findings 

An examination of the national integrated information system indicates that, despite notable 

advancements in developing and upgrading the national e-health system, there are still significant 

opportunities for improvement in patient preventive care; its notable absence is a module dedicated to 

storing the practical knowledge gathered by doctors during their practice. 

The evaluation of the previously mentioned systems, modules, and the national e-health framework 

illustrates that these are integrated systems designed to collect, disseminate, and store data. However, 

beyond these basic functions, there appears to be no existing tool or module capable of processing data 

based on specific criteria. For instance, the My Appointment system, utilized at the primary care level, 

essentially operates as an application that is supported by an information system connecting all stakeholders 
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in the network and storing data in databases to facilitate rapid and efficient data exchange. Moreover, an 

examination of the available options within primary healthcare reveals a lack of advanced data processing 

capabilities through information technology at this level. 

The research identified three critical gaps: (1) the absence of a dedicated section or module for inputting 

the knowledge and experiences of primary care physicians that pertain to their patients, and (2) the system 

does not perform any analyses aimed at enhancing preventive care based on the progression of diseases 

linked to prior health conditions or genetic factors; and (3) although primary care physicians are legally 

tasked with providing preventive care, the reality of their workloads often limits their ability to do so 

effectively - the emphasis on preventive health is crucial for early disease detection, treatment, and health 

improvement, yet the current system struggles due to high patient loads per doctor. 

The findings suggest that the current emphasis is largely on connecting institutions and integrating their 

information systems while ensuring data security, with comparatively less focus on the actual analysis of 

data. The establishment of registers and databases is mainly utilized for record-keeping rather than serving 

as a foundation for comprehensive analysis and the development of higher-level patient services that are 

informed by the knowledge and experiences of primary care physicians. 

Furthermore, the analysis also delved into the aspect of proactivity within healthcare services. It was 

concluded that there is minimal representation of proactive services in the realm of digital health. At present, 

apart from the reminders for patients regarding their scheduled appointments for secondary care provided 

by My Appointment, there are no additional services adopting a proactive stance. This indicates that the 

potential of innovative IT solutions in this area remains largely untapped, presenting a significant 

opportunity for future applications. 

The analysis of the doctor's work, patient needs, and the potential for prevention are three key aspects 

whose observation provided guidance for the further development of the My Appointment information 

system. This means that the doctor has a good understanding of all aspects of their patient's file, but that 

knowledge and data are only placed in separate folders—the patients' files. Such insights remain isolated, 

with no opportunity for at least combining them for retrieval in one place or for processing them. 

One of the characteristics that characterize healthcare is that healthcare is generally a knowledge-driven 

process [13]. As we know that knowledge management solutions incorporate several computer science 

concepts, including data mining, rule-based reasoning, and multi-agent systems and ontological models 

play a crucial role in representing knowledge, enabling the use of powerful inference engines to extract 

insights from existing data and facilitate knowledge discovery, that it was more than clear that the right 

solution for this elaborate need is KM. Several KM frameworks leverage ontologies [14], allowing for 

advanced querying and manipulation of knowledge, as well as enhanced discovery and access. Furthermore, 

the multi-agent system paradigm is adapted to support knowledge distribution among autonomous entities, 

which fosters knowledge sharing among practitioners. On the software side, several free open-source tools, 

such as KAON or Protégé for managing ontologies and developing ontology-based applications, as well as 

Pellet for inference engines, are available. 

Furthermore, it is well known that in various countries, particularly in the developed world, 

governments are making efforts to establish national electronic health record (EHR) systems that are 

digitized, it will become possible to access accurate patient information at the right time. This access can 

enhance diagnostic processes, support health-related decision-making, facilitate public health initiatives, 

and contribute to research endeavors. Although much of the current work on EHRs focuses primarily on 

data processing [15] knowledge management techniques can significantly enhance the functionality of 

EHRs. These techniques can help in navigating the extensive data collected, enabling practitioners to 

identify more effective treatment approaches by examining similar case histories. 

A practical example of a knowledge system in primary healthcare, particularly from a preventive 

standpoint, could involve utilizing patients' health histories as a key resource [10]. Each health record 

provides a chronological account of a patient’s health condition and disease progression. These records also 

include crucial information about the patients’ ages and genetic predispositions. Such data form a robust 

database that, when applied in conjunction with physicians’ expertise concerning three primary factors: (1) 

the patient's age, (2) genetic predispositions, and (3) previous disease history, can be effectively transformed 
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into a knowledge system through information and communication technology (ICT). This system can be 

used for various applications, one of which is enhancing preventive care for patients. 

4.1.  Proposal for proactive e-health services: an example 

The explanation provided above can be vividly illustrated through a specific example. In this example, 

the foundation for creating the knowledge system consists of widely known facts in medicine, such as: 

● Women aged 45 and older enter menopause, 

● Patients with thyroid gland dysfunction experience issues with other gland functions, particularly 

estrogen, 

● Estrogen is responsible for reducing calcium in the bones, 

● Reduced calcium in the bones leads to the disease osteoporosis. 

These facts are knowledge that physicians possess, and if they connect the data of patients who visit 

the clinic complaining of back pain, the physician will often immediately offer a referral for a specialist 

examination—an orthopedic doctor—recommending that the orthopedic specialist conduct a DEXA scan 

of the patient's bone density. However, if the patient (a person with all the aforementioned predispositions) 

does not experience back pain or ignores it and does not consult their primary care physician, they may 

sustain a fracture after some time, at which point it may be discovered that they had osteoporosis. At that 

moment, the damage has been done, affecting both the patient's health and the healthcare system/state, 

which becomes financially burdened due to examinations, costs for materials to treat the injury, and 

rehabilitation expenses. 

Personal Health Records (PHR) or Health Records (HR) contain patients' sensitive data such as personal 

information, health family history, and medical and healthcare data, protected properly according to 

national regulations regarding personal data protection laws in the country [17]. 

Collected data can be turned into valuable insights, turning operational health data into meaningful 

knowledge. With the added intelligent component in the current e-health information system in North 

Macedonia, the system will proactively indicate the potential possible diseases according to the patients 

with similar PHR and set diagnosis. 

To upgrade the system we suggest patient-patient (user-user) collaborative filtering [18]. Based on 

previously set diagnoses of patients with similar PHRs, the system will send alerts and directions for 

detailed analyses using the already well-established SMS and e-mail sending component. 

In ideal conditions of utilizing the opportunities provided by ICT, expanding the existing e-health 

system would involve upgrading the system, which would use data on gender, age, genetic predispositions, 

and disease history as triggers for activity. If 3 out of 4 preconditions are met, a notification would be sent 

to the primary care physician. Thus, the primary care physician, without needing to search through health 

records (as the system does this for them), will be informed about a potential patient with predispositions 

for osteoporosis. This information is sufficient for the primary care physician to contact the patient through 

one of the communication channels, provide them with information, and offer a referral to a specialist for 

further examinations. Some of these examinations may not occur because patients may decline the 

invitation to visit their primary care physician. Some, despite visiting their primary care physician, may not 

accept the offer to see a specialist. Others may agree to get a referral but fail to visit the specialist. Some, 

after visiting the specialist, may realize they do not have osteoporosis, while others who are found to have 

osteoporosis will undertake timely actions, and with appropriate therapy, further progression of the disease 

and its unwanted effects will be prevented. 

5. Conclusion 

Evidence-based medical practice seeks to merge individual clinical expertise with the most reliable and 

scientifically validated research findings, ensuring that medical knowledge is readily available to healthcare 

providers. However, while having access to knowledge is essential for evidence-based practice, it is not 
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enough on its own. As medical knowledge expands rapidly, there is an increasing need for tools that allow 

practitioners to quickly store relevant information. 

So, the advancement of e-health in North Macedonia, especially within the primary healthcare 

information system, establishes a foundation for enhancement through the creation of a knowledge system 

dedicated to preventive care. Therefore, a place to store such important knowledge of doctors acquired 

throughout their working life and specific situations with patients, make this proposed system could act as 

a cornerstone for the development of proactive e-services designed to improve patient preventive care. The 

integration of e-health technologies along with the establishment of a knowledge management system can 

profoundly change healthcare practices in North Macedonia, with a strong focus on preventive care and 

effective use of existing health data. This approach can lead to better patient outcomes, increased 

operational efficiency and decreasing expenses, and ultimately contribute to a healthier population. 

Therefore, we can conclude knowledge management in the context of ICT application is a mandatory 

component of the e-health information system. This system serves as a powerful tool offering great potential 

for improving the care provided to patients by primary healthcare, expanding the range of e-services offered 

by this sector, and transforming the healthcare concept from reactive to proactive by generating proactive 

electronic health services. 
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Abstract: 
In this paper, we investigate the challenges facing information and communication systems 
(ICT) in the Republic of Serbia, especially in light of ubiquitous cyber attacks. As the world 
increasingly relies on digital technologies, organizations face a variety of threats, such as 
phishing attacks, malware, and denial-of-service attacks. These threats not only threaten the 
confidentiality and integrity of data but can seriously damage the reputation and financial 
stability of companies. We analyze the current legal regulation in Serbia, which often cannot 
keep up with modern challenges in the field of cyber security. We also emphasize how 
important it is for organizations to develop a comprehensive approach to security, which 
includes training employees, using appropriate security tools, and regularly auditing 
applications. Finally, we share some practical tips for improving the institutional framework 
and strengthening the ability to face cyber threats, in order to ensure the security of ICT systems 
in Serbia. 
 
Keywords: 
Cyber-attacks, Threats, ICT, Systems, Security 

1. Introduction 

In a world increasingly driven by big data, social networks, and online transactions, the Internet 
plays a key role in global communication. It has become an indispensable part of people's lives around 
the world. Innovations and price reductions in this area have significantly increased the availability and 
use of the Internet, resulting in approximately 3 million users worldwide [1]. However, with this 
increase comes serious risks. Cybercrime is constantly increasing, both in the number of incidents and 
in the degree of damage it causes to victims [2]. Organizations are becoming increasingly aware of the 
vulnerability of their information and technology systems, which are exposed to various security risks, 
including leakage of sensitive data and interruptions in e-mail access [3]. 

In the Republic of Serbia, challenges in the field of cyber security are particularly pronounced. The 
lack of adequate legal regulation and institutional support makes it difficult to fight against cyber 
threats, which can lead to serious consequences for the security of information and ICT systems. For 
example, phishing attacks, which use social engineering techniques to deceive users, pose a significant 
risk to organizations, causing data loss, financial losses, and reputational damage. 

2. Classification of Information System Threats 

The primary difficulty in classifying threats lies in the fact that the number and intensity of threats 
that can harm an information system are infinite. For this reason, it is impossible to predict and eliminate 
them. Additionally, there is a risk that certain threats are interconnected, meaning that the occurrence 
of one threat may trigger another, and the intensity of one threat can increase the intensity of another. 
From that, it can be concluded that identifying and analyzing threats requires extreme caution, as failure 
to detect a threat in time and represent its intensity and interdependence with other threats can lead to 
catastrophic consequences for the environment. Therefore, it is advisable to classify threats in order to 
reduce the risk of their occurrence, which will contribute to an increased level of protection. Figure 1 
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presents a schematic representation of the classification of traditional forms of security threats to 
information systems. 

 
Figure 1. Schematic representation of threats 

3. Cyber attacks 

There is another category of threats – cyber threats. These are particularly challenging to identify 
and mitigate, as they are not fully researched and their number is constantly increasing. In the broadest 
sense, a security threat in cyberspace can be broken down into two components, the first representing 
the actual threat mechanism, and the second being the person or organization that initiates or executes 
the threat action [4]: 

• Method of attack (techniques and tools) 
• Threat actor (subject) 
Security threats in cyberspace are most often identified with cyber attacks of a technical type and 

those attacks in cyberspace that are based on deceiving other users of cyberspace and abusing their trust. 
Attacks of the technical type mean attacks based on the use of malicious programs, such as viruses, 
worms, and Trojans, as well as attacks aimed at distributed denial of service (DDoS). The category of 
attacks based on deceiving other cyberspace users and exploiting their trust generally includes so-called 
social engineering, with phishing being its most commonly used technique [4]. 

From the above, it can be concluded that the cyber attack aims to disrupt the functionality of 
cyberspace itself. Figure 2 shows a graphic representation of the classification of security threats in 
cyberspace. 

 
Figure 2. Cyber threats 
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Cyber attacks that use various types of malicious software, as well as those based on 
deceiving employees responsible for managing information systems, pose a significant threat 
not only to the smooth functioning of information systems but also to the society that relies on 
them.  

3.1. Phishing Attacks 

Phishing attacks are a type of attack on the Internet where attackers use existing online services to 
lure and deceive users into revealing sensitive information (such as usernames, passwords, credit card 
details, etc.) that can be exploited for criminal purposes. Phishing attacks rely on social engineering and 
technical procedures. Attackers (phishers) utilize databases containing a large number of email 
addresses to send emails that appear as legitimate requests as much as possible [5]. 

3.2. Denial of Service Attacks 

Denial-of-Service (DoS) attacks are types of attacks that attempt to prevent legitimate users from 
accessing network services. This is achieved by overloading network services or excessive connection, 
which causes the connection or service to drop. The infrastructure of interconnected systems and 
networks consists of limited resources. DoS tools are designed to send a large number of requests to a 
targeted server (typically web, FTP, or email servers) to saturate the server's resources and render it 
unusable. A denial of service attack is organized to disrupt or completely halt the normal functioning 
of a website, server, or other network resources. There are various methods by which attackers achieve 
this. One common method is simply flooding the server with an excessive number of requests, which 
will disable the server's normal operation [6]. 

3.3. Malicious Software 

A malicious program is any software that performs deliberate, undocumented actions without the 
user's knowledge and often to the user's detriment. Malicious programs fall into the category of very 
serious risks to which information technology users are exposed daily. The damage caused by malicious 
programs can be enormous, some of which may be irreparable. In the modern virtual and distributed 
web environment, attack vectors take advantage of the widespread use of social networks, employee 
deception, and new attack technologies, including data mining techniques. The goal of the attack is to 
gain financial or other benefits [7]. 

3.4. Social Engineering 

Social engineering refers to manipulating human behavior so that the victim is tricked into 
downloading and activating malware or divulging confidential information. For example, attackers may 
pretend to be technical support staff and want to help the victim solve a computer problem, while 
actually trying to convince the victim to unwittingly download a malware file. A similar situation can 
occur in the physical world—attackers may attempt to access servers and other network equipment 
under the guise of authorized technicians or place a USB flash drive in a visible location containing 
malicious software, aiming for that flash drive to end up in the victim's computer [8]. 

4. Defense against Cyber Attacks 

Cybersecurity is crucial for society as a whole and can be viewed across all its spheres 
(international, inter-institutional, private, public, etc.). The fundamental principles that make 
cybersecurity possible and based on which successful outcomes are achieved in combating 
cyber threats are [9, 10]: 
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• Connecting and Strengthening Cooperation Among All Sectors of Society: All 
institutions, whether civil, police, military, economic, or academic, that have reached a 
certain level of cybersecurity should unite towards the common goal of improvement and 
enhancement 
• Individual Responsibility: Every citizen, organization, or institution whether 
individuals or groups must take responsibility for the reliability and security of the ICT 
systems they use and ensure they are secured in the best possible way 
• Business Sector Responsibility: The business sector should comply daily with the 
prescribed minimum standards of cybersecurity not only for its interests but also in the 
interest of the state 
• Inter-Institutional Cooperation: Collaboration among government institutions, bodies, 
and organizations should lead to collective care for cybersecurity in the public sector and 
other sectors essential for the normal functioning of the state 
• Adequacy of Measures: The measures taken in the field of cybersecurity, the legal 
framework, and the policies pursued must comply with fundamental human rights and 
freedoms, respect free access to information, and adhere to other democratic principles 

5. Legal Regulations in the Republic of Serbia 

The informatization of society and the introduction of information systems into all social activities 
significantly increase the efficiency and control of the work of every entity. This process also improves 
the quality of life of individuals by allowing access to basic and accessible data from anywhere at any 
time and by using services such as e-government, e-commerce, e-health, etc. However, with the 
development of informatization and the use of information systems, the risks of cyber threats are also 
increasing. This could result in problems such as outdated regulations, an insufficient number of 
professionals with expertise in the field of cybersecurity, low awareness of cybersecurity, and a lack of 
preventive training among users of the same information systems, among others. Certain aspects of this 
area are governed by [9]: 

• The Law on Data Secrecy 
• The Law on the Organization and Jurisdiction of State Authorities in the Fight Against High-
Tech Crime 
• The Criminal Code (concerning high-tech crime) 
• The Law on Electronic Signatures 
• The Law on the Protection of Personal Data 
• The Regulation on Special Measures for the Protection of Classified Data in Information and 
Telecommunication Systems 
• The Regulation on Cryptography, established during the state union of Serbia and Montenegro 
Additionally, the Strategy for the Development of the Information Society in the Republic of Serbia 
until 2020 includes sections addressing information security. Regarding institutional oversight, 
certain responsibilities in the area of information security are held by [9]: 
• The Office of the National Security Council and the Protection of Classified Data (certification) 
• The Ministry of Defense (verification of cryptographic solutions for functional cryptographic 
systems is carried out in CPME, which is part of the Telecommunications and Informatics 
Administration of the General Staff) 
• The Department for High-Tech Crime in the Ministry of Internal Affairs and the Prosecutor's 
Office for High-Tech Crime in the Ministry of Justice. 
The Strategy for the Development of the Information Society in Serbia until 2020 outlines activities 
directed toward information security, with the following priorities [9]: 
• Enhancing the legal and institutional framework for information security 
• Protecting critical infrastructure 
• Combating high-tech crime 
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• Scientific research and development in the field of information security 
The Law on Information Security, in accordance with the Law on Information Security (“Official 

Gazette of the RS,” No. 6/2016, 94/2017, and 77/2019), regulates security measures against risks in 
information and communication systems. It also stipulates the responsibilities of legal entities in 
managing and utilizing information and communication systems, designates competent authorities for 
implementing security measures, coordinates among security entities, and monitors the proper 
implementation of prescribed security measures. When planning and implementing security measures 
for ICT systems, organizations are required to adhere to the following principles: 

• Risk management principle 
• Comprehensive protection principle 
• Principle of expertise and best practices 
• Principle of awareness and competence 

6. Addressing Critical Cybersecurity Threats: Weak passwords and Phishing 

• Threats Caused by Weak Employee Account Passwords - Employees often use simple 
combinations that are easy to guess, allowing attackers (hackers) to gain access to their accounts. 
Additionally, if there is a data breach on a particular site, attackers may try to exploit the same 
passwords on other services. There are several techniques for password cracking, one of the most 
well-known being the Brute Force attack. In this case, a hacker attempts to access a secure user 
account through trial and error by systematically entering all possible combinations of letters, 
numbers, and symbols. This technique is usually carried out by bots or software that contain 
automation features, performing pre-programmed repetitive functions. 

o The risk of occurrence of this threat can be reduced if employees of the 
organization are required to use longer letter combinations (big and small), 
numbers, and special characters. According to a survey conducted by Hive Systems 
[11], breaking a password of 6 combined characters (conditions, numbers, and 
special characters), will take 5 seconds. A password of 12 characters that contains 
only numbers takes 25 seconds while breaking a password containing 12 characters 
(small letters) it takes 3 weeks. However, for a password containing 12 combined 
characters (slows, numbers, and special characters) it would take 34,000 years. 

o The risk of this threat can be reduced by using some of the Password Manager 
software such as Bitwarden and 1Password 

• Threats Caused by Phishing Attacks - Phishing attacks use social engineering techniques to 
deceive users/employees into revealing confidential information, such as passwords and financial 
data. These attacks often mimic legitimate communication. Consequences can include data loss, 
financial losses, damage to the company's reputation, and legal repercussions. The risk of this threat 
can be reduced in the following ways: 

o Conduct regular training on recognizing phishing attacks, suspicious messages, and 
emails to protect both oneself and the company 

o Implement data filtering tools – Use tools for automatic filtering and labeling of 
suspicious emails that can identify known patterns of phishing messages 

o Simulation and testing of phishing attacks – Regularly test employees through 
simulated phishing attacks to increase their awareness and ability to recognize such 
threats 

• Threat posed by the use of applications that lack security certificates – The use of applications 
without valid security certificates often means they have not undergone rigorous security checks, 
making them susceptible to malicious attacks and data breaches. In this way, the company is exposed 
to the risk of potential malware (in systems) and information loss. The risk of this threat can be 
reduced in the following ways: 

o Establish a policy for application usage – It is necessary to develop clear guidelines 
that will regulate the use of applications within the organization 
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o Regular application audits – Conduct regular checks and audits of all applications 
in use to ensure they comply with security standards 

o Employee training – Organize training sessions for employees on the importance of 
using authorized applications 

o Implement a monitoring tool – Use monitoring tools that can automatically identify 
applications without valid certificates and alert the IT department about potential 
risks to the company 

7. Conclusion 

In this paper, the focus is on the key elements of information system threats. Particular 
attention is paid to cyber attacks, their classification, and defense against them. Phishing 
attacks, social engineering, malware, and denial-of-service attacks are highlighted as the most 
common types of cyber attacks. In the field of information security, there is a lot of room for 
development and progress in the Republic of Serbia. The existing regulations should follow 
the fast-changing and dynamic environment of cyber threats, which requires constant research, 
engagement of relevant participants, and constant improvement of existing measures. The aim 
of the paper was to make concrete contributions and ideas in solving the problems that were 
seen as key to the threats to weak employee orders, threats caused by phishing attacks, and the 
threats caused by the use of applications that do not have a security certificate and thus reduce 
the risk of these threats to a minimum. 

The topics addressed in this scientific paper can serve as a reference point for future research 
in the field of ICT systems aimed at tackling the growing threats and challenges in the digital 
environment. As technologies advance and more organizations rely on digital resources, it will 
be necessary to develop innovative solutions to ensure data and information security. The 
research will be able to focus on several key directions, such as artificial intelligence, quantum 
cryptography, application of blockchain technology, Zero Trust architecture, etc. 
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Abstract: 
Large language models (LLMs) have significantly advanced natural language processing, 
exhibiting remarkable capabilities across diverse tasks. However, robust benchmarks are 
essential to comprehensively assess their strengths and limitations. This paper provides a 
theoretical analysis of five critical benchmarks used to evaluate LLMs: HumanEval, GSM8K, 
MATH, MMLU, and HellaSwag, which test abilities in code generation, mathematical 
reasoning, multi-task understanding, and commonsense reasoning. By examining each 
benchmark's design, challenges, and implications, the study highlights current limitations of 
LLMs, such as over-reliance on pattern recognition, difficulties with multi-step reasoning, 
calibration issues, and ethical concerns regarding biased or insecure outputs. The necessity for 
innovative approaches that prioritize genuine comprehension and reasoning over superficial 
pattern recognition is emphasized. Directions for future research are proposed, emphasizing 
the development of dynamic and adaptive benchmarks, integration of ethical assessments, 
enhancement of logical reasoning capabilities, and collaborative efforts within the AI 
community. These findings underscore the importance of evolving evaluation methods to guide 
the development of more robust, reliable, and ethically responsible LLMs. 
Keywords: 
large language models (LLMs), benchmarking, HumanEval, GSM8K, MATH, MMLU, 
HellaSwag, mathematical reasoning, code generation, commonsense reasoning 

1. Introduction 

The advent of large language models (LLMs) has marked significant milestones in artificial 
intelligence, enabling machines to perform complex language tasks with high proficiency. As LLMs 
become increasingly capable, assessing their true capabilities and limitations becomes crucial. 
Benchmarks serve as standardized tools to evaluate and compare the performance of LLMs across 
different tasks. This paper provides a theoretical overview of key benchmarks used to evaluate LLMs, 
focusing on critical areas such as mathematical and logical reasoning, code generation and 
programming understanding, multi-task and general language understanding, and commonsense 
reasoning. By analyzing each benchmark's design, the challenges they present, and their implications, 
the study aims to shed light on the current limitations of LLMs and suggest directions for future 
development. 

2. Background and related work 
2.1.  Evolution of LLMs 

LLMs have evolved rapidly, from early models capable of basic language tasks to current 
architectures that can generate coherent essays and functional code. Scaling model parameters and 
training data has led to remarkable performance improvements. However, this growth also raises 
questions about the models' true understanding versus pattern recognition abilities. 
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2.2.  The role of benchmarks 

Benchmarks are critical for systematically evaluating LLMs' capabilities. They provide means to 
measure progress, compare models, and identify areas needing improvement. As models become more 
complex, benchmarks must evolve to present challenges that require genuine understanding and 
reasoning. 

2.3.  Related work 

Previous studies have introduced various benchmarks to evaluate different aspects of LLM 
performance. Benchmarks like GSM8K [1] and MATH [2] assess mathematical reasoning, HumanEval 
[3] evaluates code generation capabilities, MMLU [4] examines multi-task understanding, and 
HellaSwag [5] tests commonsense reasoning. These benchmarks have highlighted limitations in LLMs 
which will be covered in upcoming sections. 

3. Benchmark categories and descriptions 
3.1.  Mathematical and logical reasoning 

Mathematical and logical reasoning remain significant challenges for LLMs due to the need for 
multi-step problem-solving and abstract thinking. Two key benchmarks in this category are GSM8K 
and MATH, which test models' abilities to handle grade-school to competition-level mathematical 
problems. 

Grade School Math 8K (GSM8K) 

GSM8K, introduced by Cobbe et al. [1], is a dataset of 8,500 high-quality, linguistically diverse 
grade-school math word problems designed to evaluate LLMs' mathematical reasoning capabilities. 
Problems range from simple arithmetic to complex multi-step reasoning, typically requiring 2 to 8 steps 
to solve. Both problems and solutions are presented in natural language, emphasizing the model's ability 
to provide coherent and understandable explanations. 

Despite the dataset's moderate difficulty, even advanced models at the time, such as GPT-3, 
struggled with GSM8K due to the diversity and complexity of the problems. To address this, Cobbe et 
al. proposed a "verification" mechanism, training a separate verifier model to assess the correctness of 
generated solutions. This approach significantly improved performance, highlighting the importance of 
scalable data approaches and robust reasoning capabilities in LLMs. While newer models have shown 
improvements, GSM8K continues to serve as a challenging benchmark for assessing mathematical 
reasoning in LLMs [1]. 

Measuring mathematical reasoning abilities (MATH) 

MATH, developed by Hendrycks et al. [2], consists of 12,500 competition-level math problems from 
middle and high school contests like the AMC (American Mathematics Competitions) and AIME 
(American Invitational Mathematics Examination). It evaluates advanced mathematical reasoning 
skills, requiring creative application of concepts and complex multi-step deductions. Each problem 
includes a detailed step-by-step solution, allowing for an in-depth assessment of the model's reasoning 
process. 

At the time of the original study, fine-tuned models like GPT-3 with 13 billion parameters achieved 
only 5.6% accuracy on MATH, underscoring the benchmark's difficulty compared to standard NLP 
(Natural Language Processing) tasks. Providing models with step-by-step solutions during inference 
often led to decreased performance, indicating challenges in maintaining logical consistency. These 
results suggested that simply increasing model size and training data was insufficient for significant 
improvements in advanced mathematical reasoning, emphasizing the need for novel methods to 
enhance logical reasoning and the ability to generate accurate, coherent solutions [2]. 
  

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

263



3.2.  Code generation and programming understanding 
Assessing LLMs' ability to generate functional code and understand programming concepts has 

practical implications for software engineering and automation. The HumanEval benchmark was 
chosen as an example in this area. 

HumanEval 

HumanEval, presented by Chen et al. [3], is a specialized evaluation set designed to test the 
functional correctness of Python code generated by LLMs. It consists of 164 unique, hand-written 
programming problems, each including a function signature, a detailed docstring specifying the task, 
the function body, and several unit tests. The primary evaluation metric is pass@k, measuring the 
proportion of problems where at least one of the k-generated samples passes all unit tests, accounting 
for the stochastic nature of model outputs and the diversity of correct solutions. 

At the time of its introduction, results showed that a Codex model with 12 billion parameters solved 
28.8% of the problems with one generated sample. Generating more samples significantly increased 
success rates - up to 77.5% when generating 100 samples and selecting one that passes all tests. 
Challenges included handling complex instructions, as models struggled with docstrings describing 
long sequences of operations or mapping operations to variables. Security risks arose when executing 
generated code, which the study mitigated using a gVisor-based sandbox environment. Additionally, 
models could generate biased or harmful code, highlighting the need for safeguards against potential 
misuse [3]. 

These issues underscore the importance of addressing functional correctness, security, and ethical 
considerations in code generation tasks. The HumanEval benchmark continues to serve as a valuable 
tool for identifying persistent challenges and guiding future research in improving LLMs' code 
generation capabilities. 

3.3.  Multi-task and general language understanding 

Evaluating the breadth and depth of LLMs' knowledge across diverse subjects is essential for 
understanding their general language understanding capabilities. The Massive Multitask Language 
Understanding (MMLU) benchmark is one of the crucial benchmarks in this assessment. 

Massive Multitask Language Understanding (MMLU) 

MMLU, proposed by Hendrycks et al. [4], comprises over 15,000 multiple-choice questions across 
57 subjects, including STEM, humanities, social sciences, and other specialized domains. Questions 
range from elementary to professional levels, designed to assess models in zero-shot and few-shot 
settings. Each subject tests aspects such as factual recall, conceptual reasoning, and application of 
specialized knowledge. 

At the time of the study, the largest GPT-3 model achieved an average accuracy of 43.9% in few-
shot settings, significantly below the estimated human expert performance of approximately 89.8%. 
Smaller GPT-3 models performed only marginally better than random guessing, indicating that model 
size alone was insufficient for high performance without substantial pre-training and fine-tuning. 
Models like UnifiedQA, with fewer parameters, outperformed GPT-3 in several disciplines, suggesting 
that pre-training on diverse and well-structured datasets can enhance multi-task language understanding 
[4]. 

Observations from MMLU include uneven performance across subjects, with models excelling in 
areas like U.S. foreign policy but performing poorly in computation-heavy subjects like college 
chemistry. Calibration issues were noted, where models' confidence levels did not always correlate with 
accuracy, emphasizing the need for better calibration to prevent over-reliance in critical domains. These 
findings highlight the importance of diverse knowledge representation and suggest that training 
paradigms need to evolve beyond simple text prediction [4]. 
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3.4.  Commonsense reasoning 
Assessing LLMs' ability to understand and reason about everyday scenarios requires benchmarks 

that go beyond surface-level text processing. HellaSwag is often used as a test of commonsense 
reasoning. 

HellaSwag 

HellaSwag, introduced by Zellers et al. [5], is designed to test LLMs' commonsense reasoning 
abilities using adversarial filtering techniques to create complex and difficult tasks. It consists of 
approximately 70,000 questions, each presenting a context followed by four possible endings, with 
incorrect options crafted to be contextually plausible. 

At the time of its introduction, despite humans achieving near-perfect accuracy (>95%), models like 
BERT reached only around 50% accuracy. The models struggled to select the correct ending due to the 
plausibility of distractors and had difficulty generalizing to zero-shot situations or unseen categories. 
These results suggested that LLMs at that time lacked robust commonsense reasoning abilities, 
emphasizing the need for models that could effectively understand and reason about real-world 
scenarios beyond pattern recognition. The limitations highlighted by HellaSwag pointed to the necessity 
for further research into training paradigms that foster genuine understanding rather than reliance on 
superficial cues [5]. 

4. Analysis and discussion 

Evaluation across these benchmarks reveals significant limitations in current LLMs. In mathematical 
reasoning, as assessed by GSM8K and MATH, LLMs struggle with multi-step problem-solving and 
abstract reasoning; even advanced models at the time like GPT-3 failed to consistently solve moderately 
difficult problems, indicating deficiencies in logical reasoning that cannot be remedied by merely 
increasing model size and data. 

In code generation, demonstrated by HumanEval, models could produce syntactically correct code 
but struggle with complex instructions and maintaining functional correctness. Executing generated 
code poses security risks, necessitating sandbox environments, and models may generate biased or 
insecure code, raising ethical concerns requiring robust safeguards. 

HellaSwag highlights deficiencies in commonsense reasoning; LLMs performed poorly in 
distinguishing correct endings from plausible distractors, relying on superficial patterns rather than 
genuine understanding. In multi-task understanding, as evaluated by MMLU, models exhibit uneven 
performance across subjects, underperforming in computation-intensive or specialized domains. 
Calibration issues arise, with models overconfident in incorrect answers, posing risks in critical 
applications. 

Common challenges include: 

● Over-reliance on pattern recognition 
● Impeding generalization to novel problems requiring authentic reasoning 
● Difficulty maintaining logical consistency in multi-step reasoning 
● Inaccurate confidence estimations lead to overconfident yet incorrect responses 
● Ethical and security concerns due to potential generation of biased, harmful, or insecure outputs 
These findings suggest that current training paradigms and benchmarks may not adequately foster 

deep reasoning and understanding, highlighting the need for innovative approaches prioritizing genuine 
comprehension over superficial pattern recognition. 

5. Future directions 

Advancing LLM capabilities necessitates enhancing benchmarks and exploring new research 
methodologies. Benchmarks should become dynamic and adaptive, evolving with model improvements 
to continuously challenge advanced capabilities, and integrate ethical assessments for bias detection, 
fairness, and ethical reasoning to ensure responsible AI development. Incorporating multimodal 
evaluations can assess models in complex, real-world scenarios, promoting more robust understanding. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

265



Research opportunities include improving logical reasoning through novel architectures and training 
strategies focused on reasoning and problem-solving skills, and emulating human learning processes 
via interactive learning paradigms to foster deeper understanding and adaptability. Ensuring models 
align with human values is essential to mitigate risks associated with unintended or harmful outputs. 

Collaborative efforts are vital; open collaboration in benchmark development and sharing best 
practices can accelerate progress, and promoting transparency by sharing datasets, tools, and evaluation 
frameworks fosters collective advancement and trust in AI technologies. Addressing these areas aims 
to overcome current limitations, leading to more robust, reliable, and ethically responsible AI systems. 

6. Conclusions 

The theoretical overview of key benchmarks - GSM8K, MATH, HumanEval, MMLU, and 
HellaSwag - highlights significant limitations in current LLMs. Challenges in mathematical reasoning, 
code generation, commonsense understanding, and multi-domain knowledge reveal that LLMs often 
rely on pattern recognition rather than true understanding. 

Addressing these limitations requires evolving benchmarks that can adapt to advancing model 
capabilities and incorporate assessments of ethical considerations. Research focused on improving 
logical reasoning, exploring interactive learning, and ensuring alignment with human values is essential. 

Advancing AI responsibly hinges on collaborative efforts to develop models with genuine 
comprehension and reasoning abilities. Continuous innovation in evaluation methods and training 
paradigms will be crucial to overcome current challenges and unlock the full potential of large language 
models. 
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Abstract: 

Large Language Models (LLMs) have revolutionized various industries by providing advanced 

natural language processing capabilities, typically delivered through cloud-based deployments. 

However, many organizations face significant challenges with cloud-hosted models due to 

concerns over data privacy, sovereignty, and regulatory compliance. This paper explores the 

implementation of Retrieval-Augmented Generation (RAG) in locally deployed LLMs to 

address these challenges. RAG enhances LLM functionality by integrating external retrieval 

mechanisms that access real-time, domain-specific data from internal sources, thereby 

improving accuracy and relevance while mitigating issues like hallucinations. The paper 

discusses the key advantages of RAG-enabled local deployments, including enhanced privacy, 

customizable retrieval for domain-specific needs, and reduced reliance on cloud infrastructure. 

It also examines the challenges associated with local RAG deployments, such as data leakage 

risks and computational resource demands, and explores future directions like edge computing 

integration and advanced security measures. The findings suggest that RAG provides a robust 

framework for organizations to leverage the benefits of LLMs while maintaining control over 

sensitive data, ensuring compliance, and improving operational efficiency. 
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1. Introduction 

Large Language Models (LLMs) are predominantly hosted in cloud environments where their 

substantial computational requirements can be managed via scalable infrastructure. Cloud-based 

deployments offer easy access to powerful models and enable a wide range of applications, from 

customer service automation to advanced research tools. However, many organizations have raised 

concerns over privacy, data sovereignty, and regulatory compliance associated with cloud hosting. 

These concerns have created a need for local LLM deployments. By hosting LLMs on-premise, 

organizations maintain full control over sensitive data, addressing privacy issues while adhering to strict 

regulations. 

To maximize the effectiveness of LLMs in local settings, Retrieval-Augmented Generation (RAG) 

has emerged as a valuable technique. RAG enhances the traditional LLM architecture by integrating 

external retrieval mechanisms that provide access to real-time, domain-specific data from internal 

sources. This ensures that locally deployed LLMs can generate accurate and relevant responses using 

up-to-date information without relying solely on pre-trained knowledge. Additionally, RAG helps 

mitigate issues like hallucinations - where models generate plausible but incorrect information - by 

grounding responses in factual, retrievable data. 

This paper explores how RAG can significantly enhance local LLM deployments by improving data 

privacy, boosting accuracy, and ensuring regulatory compliance. We will discuss the key advantages of 

RAG-enabled local deployments, the challenges associated with implementing them, and future 

directions for this technology. 
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2. Background 

2.1.  Traditional LLM deployments and limitations 

Traditional Large Language Models (LLMs) are generally hosted in cloud environments, which 

provide the necessary computational power for training and inference. Cloud hosting enables seamless 

scalability and easy access to advanced AI capabilities, making it convenient for a wide range of users. 

However, cloud-based LLMs face significant challenges, particularly when handling sensitive or 

proprietary data. Organizations that manage confidential information are often reluctant to transmit 

sensitive data over public or external networks due to concerns about privacy, data sovereignty, and 

regulatory compliance. 

Relying on cloud-based solutions also introduces potential vulnerabilities, such as data breaches or 

loss of control over how data is processed and stored. These risks have led organizations to explore 

local deployments of LLMs as a means of addressing privacy, compliance, and control concerns. By 

hosting LLMs on-premise, organizations retain full authority over their data, ensuring that sensitive 

information remains within their secured infrastructure and reducing dependency on third-party cloud 

providers. 

2.2.  Enhancing local LLMs with RAG 

One of the key challenges of deploying LLMs locally is ensuring the model's knowledge remains 

current and relevant without regular cloud-based updates. Retrieval-Augmented Generation (RAG) 

addresses this challenge by integrating external retrieval mechanisms that allow the model to access 

domain-specific or real-time data from local sources. Instead of relying solely on pre-trained 

knowledge, RAG supplements the model's outputs with fresh, contextually appropriate data retrieved 

from internal databases or proprietary datasets [1, 2]. 

RAG operates in two main phases: retrieval and generation [3]. In the retrieval phase, algorithms 

search for and fetch snippets of information relevant to the user's prompt from a local knowledge base. 

This knowledge base may include internal documents, policies, or any proprietary data sources that are 

kept up-to-date. In the generation phase, the LLM utilizes both the retrieved information and its internal 

knowledge to generate a coherent and contextually appropriate response. This approach allows the 

model to ground its answers on verifiable and current data, enhancing accuracy and reliability. 

Figure 1: RAG-enhanced LLM workflow 

By combining retrieval and generation, RAG offers several benefits for local deployments. It enables 

LLMs to produce more accurate and context-aware responses by grounding the generated content in 

verifiable, up-to-date information [3]. This method reduces the likelihood of the model producing 

hallucinations - a common issue where models generate plausible but incorrect information - by 

anchoring responses in factual, retrievable data [4]. Additionally, RAG diminishes the need for 

continuous retraining of the model, as the knowledge base can be updated independently to reflect the 

most current information. 
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Implementing RAG in locally deployed LLMs not only enhances the accuracy of responses but also 

provides transparency into the model's generative process [3]. Users can gain insights into the sources 

of information the model uses to construct its responses, which is particularly valuable for verifying the 

accuracy and trustworthiness of the output. This transparency is essential for applications where 

accountability and traceability of information are critical. 

Furthermore, RAG helps mitigate the risk of sensitive data leakage. Since the model relies on 

external retrieval from secured internal databases, it reduces the chances of inadvertently exposing 

confidential information embedded in the model's parameters. This is especially important in local 

deployments where data privacy and regulatory compliance are paramount. 

By adopting this "open-book" approach - where the model consults external knowledge bases - 

organizations can ensure that their LLMs remain current without the need for extensive retraining [3]. 

This strategy not only conserves computational resources but also allows for rapid updates to the 

system's knowledge, enabling the LLM to respond accurately to evolving information or policies. 

3. Benefits of local RAG-enabled deployments 

Implementing Retrieval-Augmented Generation (RAG) in local LLM deployments offers several 

significant advantages that address common challenges associated with traditional models. 

Enhanced privacy and security 

Local RAG deployments keep all sensitive data within the organization's own infrastructure, 

reducing the risk of data breaches and ensuring compliance with regulations. The retrieval mechanisms 

access only local databases, ensuring that proprietary or confidential information is never exposed to 

external servers. Implementing encryption at both the data and vector database levels further safeguards 

information from unauthorized access [1, 2]. Additionally, limiting reliance on the model's internal 

parameters reduces the potential for exposing sensitive information, thereby mitigating data leakage 

risks. 

Improved accuracy and relevance 
By grounding responses in up-to-date, domain-specific data, RAG enhances the accuracy and 

relevance of the outputs generated by LLMs. Accessing real-time information allows the model to 

provide precise and contextually appropriate responses, which is particularly valuable in contexts where 

accuracy is critical [3, 5]. 

Reduction of hallucinations 
Anchoring responses in factual, retrievable data minimizes the risk of the model generating incorrect 

or misleading information - a phenomenon known as hallucinations [4]. By providing the model with 

access to verified information, RAG helps ensure that outputs are based on actual data rather than the 

model's assumptions or inherent biases. 

Enhanced transparency and trust 

RAG allows for greater transparency in the model's generative process by providing insights into 

the sources of information used to construct responses [3]. Users can verify the accuracy of the outputs 

by referencing the retrieved data, increasing trust in the system. This is particularly important in 

applications where accountability and traceability are essential. 

Customizable domain-specific retrieval 

RAG enables organizations to customize the retrieval component based on their specific needs by 

fine-tuning it to focus on internal, domain-specific data. Deploying a local LLM that retrieves internal 

policy documents or proprietary data results in more accurate and tailored responses [3, 5]. 

Reduced need for retraining 

By accessing up-to-date information through the knowledge base, RAG reduces the necessity for 

frequent model retraining. Updates can be made directly to the knowledge base, saving time and 

computational resources [3]. This makes the model more adaptable and efficient in responding to new 

information without the overhead of retraining. 
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Reduced dependence on cloud infrastructure 

Local RAG deployments significantly reduce reliance on cloud-based infrastructure and constant 

internet connectivity. In environments with unreliable or restricted internet access, local RAG systems 

can function seamlessly by leveraging internal resources. This reduced dependency on cloud services 

is advantageous for organizations operating under strict data control policies or facing connectivity 

limitations [3]. 

Improved operational efficiency 

By dynamically retrieving up-to-date information without the need for constant retraining, RAG-

enabled LLMs improve operational efficiency. Organizations can maintain the relevance of their AI 

systems while retaining full control over their data, leading to more efficient and effective operations 

[1]. 

4. Challenges and considerations 

While local RAG deployments offer significant privacy benefits, they also introduce specific 

security challenges. One of the primary risks is data leakage during retrieval. Since RAG systems 

retrieve sensitive local data, ensuring that this data is not exposed to unauthorized users is critical. 

Implementing strict access controls and encryption, particularly for the vector databases used in 

retrieval, can mitigate this risk [1, 2]. Additionally, organizations need to be cautious about the 

possibility of adversarial attacks, where malicious actors craft queries to extract sensitive data from the 

system. Techniques like query validation and content filtering can help prevent these attacks [3, 5]. 

Another challenge with local RAG deployments is the computational resources required to support 

both the retrieval and generation components. RAG systems need to maintain large, frequently updated 

databases to ensure relevant information is always accessible. This can be resource-intensive, 

particularly for organizations with limited infrastructure. The process of embedding data into vectors 

and running complex search algorithms like Approximate Nearest Neighbors (ANN) also adds a layer 

of complexity and requires significant storage and processing power [4, 6]. 

Keeping the local data source up-to-date is essential for maintaining the relevance of the responses 

generated by the LLM. However, this comes with the challenge of regularly updating local databases 

and ensuring the retrieved information is accurate and current. Organizations must implement processes 

for continuous data validation and ensure that outdated or incorrect information is removed from the 

system [2, 4]. 

5. Future directions 

As organizations seek to further improve the efficiency of local RAG deployments, the integration 

of edge computing is becoming a promising avenue. Edge computing enables data processing to occur 

closer to where the data is generated, reducing latency and improving the responsiveness of RAG 

systems in local environments. This is particularly relevant in contexts where real-time data retrieval 

and processing are critical [1]. 

In addition to edge computing, hybrid models that combine the benefits of both local and cloud-

based resources may emerge as viable solutions. These models could enable organizations to offload 

non-sensitive, high-volume tasks to the cloud while retaining sensitive or critical data locally [3, 6]. 

Future research in retrieval mechanisms is likely to focus on enhancing the speed and accuracy of 

the retrieval process, especially for local deployments with large datasets. Techniques such as vector 

search optimization and the use of more efficient Approximate Nearest Neighbors (ANN) algorithms, 

like the Hierarchical Navigable Small World (HNSW) algorithm, can help reduce computational 

overhead and improve search times [2, 4]. Additionally, ongoing advancements in fine-tuning retrieval 

mechanisms for domain-specific data will further increase the relevance and quality of responses in 

local RAG deployments [5]. 

As local RAG deployments become more common, the security of these systems will continue to 

evolve. Innovations such as homomorphic encryption, which allows computations to be performed on 

encrypted data, could further protect sensitive information without sacrificing functionality. This will 

be especially valuable for organizations handling highly sensitive data [5, 6]. 
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Moreover, improvements in query validation and content filtering will help safeguard against 

adversarial attacks and data leakage, ensuring that RAG systems remain secure while providing high-

quality responses [1]. 

6. Conclusions 

This paper explored the critical role of Retrieval-Augmented Generation (RAG) in enhancing the 

performance, privacy, and security of locally deployed Large Language Models (LLMs). By integrating 

retrieval mechanisms with generative models, RAG addresses some key limitations of traditional 

LLMs, particularly the problem of hallucination, where models generate factually incorrect or irrelevant 

information. RAG ensures that responses are grounded in real-time, domain-specific data, which is 

particularly valuable in contexts that require high accuracy. 

A significant benefit of RAG in local deployments is the enhancement of privacy and security. By 

keeping sensitive data on-premises and away from cloud-based infrastructures, organizations can 

maintain tighter control over their information, ensuring compliance with relevant regulatory standards. 

This local control, combined with robust security measures such as encryption and access controls, 

makes RAG an ideal solution for environments with stringent data protection requirements. 

Moreover, RAG's ability to retrieve contextually relevant data from local sources allows 

organizations to fine-tune their LLMs for specific use cases. This increases the accuracy and relevance 

of the generated responses, reducing the need for frequent model retraining and improving the overall 

efficiency of the system. 

Additionally, the deployment of RAG in local environments reduces dependency on cloud services, 

making it particularly beneficial for organizations in remote areas or those with limited internet 

connectivity. 

Looking ahead, advancements in edge computing and hybrid models will likely further enhance the 

performance of local RAG deployments by reducing latency and improving real-time processing. 

Ongoing innovations in security, such as homomorphic encryption, will also strengthen data protection 

without compromising functionality. As retrieval mechanisms become more sophisticated, the 

efficiency and scalability of RAG systems will continue to improve, making them even more applicable 

across a wide range of applications. 
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Abstract: 
In nuclear medicine, scintigraphic renal imaging is a diagnostic test used to evaluate the kidney 
function which utilizes gamma radiation emitted by radioactive tracers. This study introduces 
a diagnostic interface that integrates human-computer interaction (HCI) principles with 
adaptive neural networks, improving the interaction between medical professionals and renal 
scintigraphy images. This application differentiates between healthy and diseased kidney 
images using the VGG16 neural network, which has been tuned by transfer learning (TL) on a 
specific dataset of renal scintigraphy images. Its dual-purpose design allows experts to confirm 
model predictions and feedback while also assisting students in learning diagnostic skills 
through interactive means. By employing adaptive learning, this feedback dynamically 
improves the diagnostic accuracy of the model. Early projections show lower mistake rates and 
higher engagement, underscoring HCI's potential to transform renal scintigraphy 
interpretation. The purpose of this study is to set a standard for future developments in medical 
diagnostics that integrate artificial intelligence and HCI, stressing the significance of creating 
healthcare technologies with the user in mind. 
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1. Introduction 

Renal scintigraphy, or nuclear renal scan, is a nuclear medicine technique which utilizes different 
radiopharmaceuticals with high renal clearance. Those radiotracers emit gamma radiation which are 
captured by gamma cameras. Interpretation of those images plays a crucial role in the evaluation of 
renal function since it provides critical insights into functional aspects of kidney activity that are not 
discernible through other imaging techniques [1]. Although there has been a tendency for replacing 
planar scintigraphy by SPECT (Single Photon Emission Computed Tomography), PET (Positron 
Emission Tomography) and multimodal imaging such as SPECT/CT, planar scintigraphy is still widely 
used [2]. Despite its clinical significance, the interpretation of scintigraphy images is a challenging task 
due to the nature of the data and different protocols, institutional preferences and expert knowledge 
used for image interpretation [3, 4].  

Recent advances in deep learning (DL) has shown great potential for improving diagnostic 
capabilities of different medical imaging techniques [5]. However, application of advanced 
computational methods to planar renal scintigraphy is limited. Reasons for this are mainly due to 
scarcity of large, annotated datasets which could be suitable for neural network training and the nature 
of data itself. Scintigraphy images have low spatial resolution, lack of depth and very often a surplus of 
noise which all can be challenging for effective learning. HCI systems leverage the connection between 
human expertise and machine computational capabilities focusing on interactive solutions that enhance 
decision-making by combining experts' domain knowledge with the computational power of advanced 
technologies [6]. Aim of this research is to address challenges in renal scintigraphy images 
interpretation by developing interactive tool for medical experts and students which will improve 
diagnostic accuracy. Implementation of adaptive neural network that learn and adjust in real-time, based 
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on the user feedback, represents a novel integration of HCI principles in interpretation of scintigraphic 
renal imaging. This paper outlines the development and evaluation of interactive diagnostic tool 
including data collection, preprocessing and augmentation, use of pre-trained neural networks on small 
dataset and software design considerations that prioritize usability. 

The main contributions of this research are: 
• Application of a VGG16 neural network using TL on renal scintigraphy images. 
• Implementation of software called NephroLearn, which integrates HCI principles with ANNs 
to enhance diagnostic accuracy through expert feedback. 
• A dual-purpose design in the NephroLearn that offers an interactive teaching tool for student 
learning while allowing experts to validate model predictions and track student progress. 

2. Related work 

Considering the great influence of technology in today's world in all areas, it is of great importance 
to monitor how technology affects people through their interaction. One of the most important fields is 
certainly medicine, and the inclusion of new technologies in medical practice is important for improving 
diagnostic accuracy, treatment efficiency and overall patient care. The use of artificial intelligence (AI) 
and virtual reality (VR) can improve clinical outcomes, as well as simplify healthcare processes, making 
them more efficient and accessible. However, it is very important to monitor HCI in this field, as it 
ensures that these tools are easy to use, intuitive and effectively meet the needs of both medical 
professionals and patients [7]. 

Recent research on the integration of VR into HCI for medical educational tools has shown 
promising progress in improving medical training and diagnostic accuracy. For example, the use of VR 
in surgical training that allows trainees to practice without risk leads to better skill acquisition and 
confidence [8]. Also, a VR-based platform for anatomy education enables medical students to visualize 
and interact with 3D models of human anatomy, which improves spatial understanding and memory 
[9]. In addition to the inclusion of VR in medical educational tools, gamification is often used, which 
involves the application of game design elements in non-game contexts [10]. In this way, user 
engagement, motivation and learning outcomes can be improved. It has been shown that gamified 
educational platforms, through the use of challenges, rewards and interactive content, improve the 
interest of students, and subsequently their performance. Thus, a gamified e-learning tool called 
TERMINator teaches medical students medical terminology [11]. The tool contains features such as a 
progress bar, drag and drop exercises, scoring, certificates, and the like. Based on pilot testing with 
students, it showed positive feedback and improved student results on tests. A study on the inclusion of 
gamification in a diagnostic tool for radiology training also suggests that gamification can make medical 
education more interactive and efficient [12]. The study provides users with instant feedback and 
enables competition with other students, which can lead to diagnostic accuracy and faster learning. 

Adaptive learning uses machine learning (ML) algorithms to adjust content and difficulty based on 
user performance and learning pace. In the context of medical diagnostics, adaptive learning systems 
can provide personalized feedback and recommendations, thereby improving the accuracy and 
efficiency of medical professionals. For example, an AI skin cancer detection system that adapts based 
on diagnostic accuracy and feedback from dermatologists continuously learns and improves its 
predictions [13]. This approach aligns with best practices for AI and ML in medical imaging, as 
described in recent recommendations [14]. In this way, better diagnostic results are achieved. Moreover, 
an adaptive learning framework for radiology education dynamically adjusts the complexity of case 
studies based on the user's level of expertise, ensuring optimal learning and skill development [15]. In 
a collaborative review [16], various advanced imaging techniques are presented and compared in terms 
of their effectiveness in characterizing renal masses. Methods such as multiparametric MRI, contrast-
enhanced ultrasound (CEUS) and dual-energy CT show high sensitivity and specificity in 
distinguishing between benign and malignant kidney lesions. When used together, these imaging 
modalities provide a comprehensive diagnostic approach with a high degree of accuracy. Among novel 
imaging tools, 99mTc-sestamibi SPECT/CT shows promise for noninvasive characterization of renal 
oncocytomas/HOCTs, potentially serving as a comprehensive virtual biopsy in clinical practice. The 
imaging techniques reviewed in [16] typically use extensive datasets collected from multiple clinical 
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settings, providing a more comprehensive assessment of renal masses. The findings of this comparative 
analysis highlight the need to integrate AI-based methods with conventional imaging techniques. The 
survey on lung CT datasets [17] highlights the importance of large and diverse datasets for robust AI 
model performance. 

These studies highlight the importance of VR, gamification, and adaptive learning in creating 
intelligent, user-centered medical diagnostic tools that improve both educational and practical 
outcomes. 

3. Material and Methods 
3.1. Data Collection and Preparation 

The dataset that was used in this study is a novel dataset comprising planar renal scintigraphy 
images. The dataset consists of a total of 24 images, including 10 images with healthy kidneys and 14 
images of kidneys exhibiting signs of disease. The images were obtained in cooperation with the 
Clinical center of Vojvodina in the Clinic for nuclear medicine, respecting ethical guidelines and 
protocols on patient confidentiality. In order for the images to be standardized as input to the neural 
network, a detailed preprocessing was done. This included resizing the image to a uniform dimension 
(256x256 pixels), applying grayscale normalization to accommodate variations in image intensity, and 
enhancing contrast to improve feature visibility. Such standardization is important because it eliminates 
discrepancies that may arise due to different settings of the tools on which they were created. 

Enhancing the dataset through data augmentation was a crucial step in creating an application that 
predicts whether an image presents healthy kidneys or not because it uses DL which usually requires 
large datasets. This was especially important because our dataset was very small. The lack of medical 
imaging data was a challenge that needed to be addressed in order to prevent overfitting and impair the 
model's capacity for generalization. By applying numerous alterations to the original photos, data 
augmentation artificially enhances the amount and diversity of the dataset, hence offering a more robust 
training environment for the DL model. 

We used the ImageDataGenerator class from Keras [18], a powerful feature that facilitates image 
manipulation during model training. That not only enriches the dataset but also simulates different 
scenarios under which renal scintigraphy images might be captured, enhancing the model’s ability to 
generalize across unseen images. After several experiments, the following transformations, which 
included rescaling, rotation (20 degrees), width and height shifts (20%), shear transformations (20%), 
zoom (20%), and horizontal flipping, showed the best results (Figure 1). 

 
Figure 1: Example of an image from the training set with applied transformations. 

3.2. Neural Network Architecture and Training 

Unlike traditional ML methods that take advantage of the created features, convolutional neural 
networks (CNNs) automatically identify the most representative features from the raw input. Some of 
the main building components that make up a conventional CNN are convolutional, activation, pooling, 
and fully-connected layers. The core of the NephroLearn is a model made of CNN designed for image 
classification. The network architecture is based on a pre-trained model, which was fine-tuned for the 
specific task of classifying renal health from scintigraphic images. We decided to use a pre-trained 
model because it uses knowledge gained from extensive training on large datasets such as ImageNet 
and applies it to the specialized task with fewer images. 

Training was conducted using a split of 80% of the images for training and 20% for validation. The 
model was trained with a learning rate of 0.0001 using the Adam optimizer for 30 epochs. We have 
used the VGG16 model which was modified to exclude its top layers and configured to accept input 
images of size (256, 256, 3). The VGG16 model was accessed via TensorFlow Hub [19]. We fine-tuned 
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the model, by unfreezing the last 10 layers. We added a Flatten layer to convert 2D feature maps into a 
1D vector, followed by a Dense layer with 512 units and ReLU activation. Batch Normalization was 
applied to normalize activations, and Dropout with a rate of 0.5 was used for regularization. Early 
stopping was implemented to overcome overfitting by monitoring the validation loss and halting 
training if there was no improvement for 20 consecutive epochs. The final output layer was a Dense 
layer with a single unit and sigmoid activation for binary classification. 

With such a small set of data, as we had in the study, it is important to ensure the reliability and 
robustness of the results. That is why we conducted more training so that we could present the accuracy 
of the model. Specifically, the VGG16 model was trained 10 times, each with a different random seed 
to initialize the model weights. After that, we calculated the average accuracy and standard deviation 
in these series. This approach makes it possible to take into account the variability in the training process 
and more precisely evaluate the performance of the model. The performance of the model was evaluated 
using accuracy, recall, precision and F1 score, which are well-known and widely used for classification 
models. 

3.3. Interactive Tool 

An interactive tool called NephroLearn was developed as an e-learning tool in the form of a website 
with a dual-purpose design that offers an interactive teaching tool for student learning while allowing 
experts to validate model predictions and monitor student progress. During the development of 
NephroLearn, Django 4.2.14 (Django Software Foundation, Lawrence, KS, USA) was used to build the 
robust web backend, with Python 3.8.10 (Python Software Foundation, Wilmington, DE, USA) as the 
primary programming language. For neural network we used the Tensorflow framework (version 
2.13.1) as backend and Keras (version 2.13.1) as frontend. The frontend was enhanced with Bootstrap 
(version 4.5.2) for responsive design and jQuery (version 3.5.1) for interactivity. For the database 
management system, SQLite version 3.31.1 was utilized. In addition, very significant libraries used for 
developing NephroLearn are NumPy and Pillow. 

The NephroLearn interface allows users to load images, view model predictions, and manually 
adjust or annotate images to provide feedback. Experts are enabled to upload a ZIP archive containing 
renal scan images. Through the main dashboard they have the opportunity to annotate images 
integrating further knowledge into the system. The provided information is automatically incorporated 
into the model through the adaptive learning mechanism. By doing so, the model is dynamically updated 
and improved. After each input, the tool provides feedback on how well the provided response aligns 
with the model’s response (Figure 2a). Furthermore, experts can follow the learning progress of the 
model over time. Analytics page shows cumulative advancement over each sequence of images (Figure 
3a). Students are provided with an interactive learning framework for practicing interpretation of renal 
scan images. They are given the opportunity to upload one image at a time, after which they provide 
their assessment on whether the image shows a healthy kidney function or not. After each entry, the 
tool provides feedback on matching the given answer with the model’s answer (Figure 2b). Clear 
feedback after each answer helps students improve their skills quickly. After student submission, their 
daily success rate is automatically updated and available for viewing on a separate page called Results. 
The daily success rate provides an opportunity to monitor progress and hopefully increases motivation 
to continue learning. Additionally, experts have the option to review the performance of all students 
over time  (Figure 3b).There is also a separate role for system administrators which can manage roles 
and have insights into the entire system, hiding unrelatable features from particular users reducing their 
cognitive load. 

NephroLearn was developed with a user-centric design, prioritizing ease of use and intuitive 
navigation to ensure effective interaction between medical experts and the diagnostic tool. To achieve 
those goals we followed Schneiderman’s eight golden rules of interface design which are: strive for 
consistency; seek universal usability; offer informative feedback; design dialogs to yield closure; 
prevent errors; permit easy reversal of actions; keep users in control; reduce short-term memory load 
[20]. During the development, considerable emphasis was placed on achieving consistency in design. 
All parts of the application utilize uniform terminology, styles and colors. This principle in user 
interface design minimizes the need for users to adjust to different parts of the tool while providing a 
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cohesive user experience. At this point, the application is in its preliminary stage of development and it 
has a minimum viable, limited, set of features. Nevertheless, design was developed with future use and 
extension in mind. The user interface has been designed to allow users of all technical skill levels to 
easily access and use all the functionality intended for them. What should be furtherly addressed is 
explanations for novices such as tutorials as well as shortcuts or bulk actions for more advanced users 
aiming to universal usability. Each user action is accompanied by clear and informative feedback. After 
each user action, notifications are immediately received that clearly indicate the accuracy of their 
answers and the further action the system takes, depending on the role. In cases where it takes time for 
the system to process the information, a loading spinner is displayed signaling the user that the action 
has been accepted and that the content will be displayed soon. The user interface is designed to clearly 
indicate to users when they have started or finished certain tasks. After each completed activity, the 
user is offered the option to continue working or move to another activity yielding closure for performed 
group of actions. The system is designed to minimize the possibility of user error. During data entries, 
validation mechanisms have been implemented to prevent entering invalid data into the system. In case 
of an incorrect input attempt, clear messages are displayed to the user, as well as instructions on how 
to correct them. In this way, the risk of serious errors during use is minimized. As NephroLearn is a 
web tool, the browser's 'undo' and 'redo' system allows for effortless reversion to previous steps with 
one consideration, model adaptive learning. There is no option for a model to forcefully redo learning. 
This is a somehow challenging task, not only in implementation but also considering its validity and 
necessity. At this point, if it is applicable, the user is informed that by using the browser “back” feature 
will not cancel what model has learned by last action. The system is designed to allow users to feel in 
control of their work. It reacts to user actions in a predictable and familiar way with no space for 
surprises or challenges in use. This is mainly due to a fixed set of features with uniform design and 
clear feedback. As the tool progresses through future versions and new features implementation this 
aspect of good user design should especially be considered and monitored. Due to software nature, 
goals and tasks, NephroLearn does not have the issue with unnecessary loading of the user’s short-term 
memory. There are no complicated forms or connected displays, design is simple and transparent, 
thereby making the system easy to use with not much information which the user should remember or 
reuse. Addressing all the rules for good user interface design we have set strong grounds for 
NephroLearn to be used by students and experts and to evolve efficiently in subsequent versions. 

 

 
(a)                           (b) 

Figure 2. Expert annotation and feedback and student practice and feedback in NephroLearn 
 

 
(a)                           (b) 

Figure 3. Analytics dashboard and experts access to student performance data in NephroLearn. 
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4. Results and Discussion 
4.1. Results 

The applied CNN model achieved an average accuracy of 0.78 with a standard deviation of 0.23 
over 10 training sessions (Figure 4). This cross-training approach helped mitigate the effects of random 
initialization and data mixing. In this way, a more reliable measure of model performance was obtained. 
The model with average accuracy of 0.8 was evaluated using recall, precision and F1 score, achieving 
solid results, with recall of 1.0, precision of 0.75 and F1 Score of 0.86. 

 
Figure 4: The accuracy of VGG16 model for each run. 

4.2. CNN potential in interpretation of scintigraphy images 

Our study uses the neural network model VGG16, a type of CNN, to classify renal scintigraphy 
images into healthy and diseased categories. Despite the limited data set of 24 images, the model 
achieved an accuracy of 0.8. This performance is promising, given the data size limitations and inherent 
complexity of image modality used. The performance indicators and diagnostic accuracy of 0.8 
obtained by the VGG16 model indicate significant potential for AI-based methods in renal health 
detection. Although this accuracy is somewhat lower compared to the studies on similar medical 
images, it is important to consider the context of the data set and differences in methodology. There is 
no other research that focuses on renal scintigraphy images which makes this work unique. 

One of the critical challenges in our study is the limited dataset size of 24 images, with only 10 
images showing healthy kidneys and 14 showing signs of disease. The small sample size may affect the 
generalizability and robustness of the model. Even so, the neural network's ability to learn and identify 
complex patterns in scintigraphy images suggests that with larger datasets and further refinement, AI 
models could achieve comparable diagnostic accuracy to traditional imaging methods. Future research 
should focus primarily on increasing the size and diversity of the dataset and incorporating multimodal 
imaging data to improve the diagnostic accuracy and generativity of the model. In this way, we could 
develop a more robust and comprehensive diagnostic tool for characterizing the renal mass. 

4.3. Interactive tool for fostering adoption of AI models 

Interactive tool, as an integral part of the research effort in this study, was developed to effectively 
engage medical professionals in using AI powered tool. Such approach not only facilitate more accurate 
interpretation by both model and humans but also foster student learning and empower professionals to 
participate in further development. Interactivity of the tool, with the real-time updating and feedback 
integration, enables professionals to have effortless hands-on experience with AI model without the 
burden of unnecessary cognitive load due to unfamiliar technology. 

The tool was designed following the rules of good user interface design. Although every rule was 
addressed and taken into consideration during the design there is a place for improvement. Firstly, future 
versions should consider errors and adversities that can arise from internal implementation and 
mechanisms, not only users. For example, we must consider on what conditions model training could 
be unresponsive or can it be “hacked” in order to give erroneous cumulative results for students. Also, 
considering that the main task of the tool is the interpretation of the renal scan images, it would be 
preferred if the tool has some information and explanations about model interpretations. That 
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information will raise the trust in the model and give opportunity for experts to comment, discuss and 
influence prospective improvements. The AI model should act as black box, integrated in the tool, but 
some reasoning should be provided through implementation of explainable AI 
mechanisms. Development of HCI tools, for a specific group of users, could be challenging and should 
be accessed with caution, considering all aspects of user interface design in every step of software 
development. In the era where many applications are being AI powered, new challenges arise and the 
concept of “Human-centered AI” (HCAI) is introduced [21]. Xu et al. provides a comprehensive 
overview of the challenges and the opportunities for HCI professionals which are specifically related 
to AI driven applications since those systems exhibit unique characteristics [22]. In order to design a 
future mature, usable and reliable system we have to address all those issues including explainability, 
ethics questions and full and seamless integration and collaboration of human and machine intelligence. 

Therefore, future extensions will be aimed at both model improvements and tool enhancements, 
following not only standard HCI best practices but also considering HCAI approaches. With those 
advancements, controlled and systematic testing of the user interface by students and experts should be 
continuously performed in order to measure efficiency of different interface design tasks and enable 
stronger human controlled AI.  

5. Conclusion 

Our approach using the VGG16 neural network and TL shows promising accuracy in the 
classification of scintigraphy renal images despite the limitation of a small dataset. However, to achieve 
further progress, it is necessary to expand the dataset and integrate these methods with existing imaging 
methods. In this way, a reference value for the performance of advanced imaging techniques would be 
obtained, which could serve as a valuable reference point for the continuous development of diagnostic 
tools based on AI. Implementation of  interactive NephroLearn software tool enables the model to be 
practically usable by both medical experts and students, bridging the gap between scientific capabilities 
of AI models and feasible use, enhancing trust and adoption of AI in clinical settings and learning 
environments. 
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Abstract: 
Software quality control is a very important set of activities in software development process. 
It can save money, increase security of applications and user data, increase customer 
satisfaction and achieve overall adequate product quality. The need for quality software is 
enormous. This paper describes integration testing strategy and shows the most important 
techniques of software integration testing on an abstract example. The importance and 
position of integration testing in the entire process of software development and testing is 
highlighted. 
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1. Introduction 

In the recent years information systems have become increasingly complex - networked software 
systems that are increasingly used within many human activities. The complexity always induces 
risks. On the other side, there is a high competitiveness in software production. As a consequence, 
developed software must retain maintainability and testability, while at the same time, very high 
reliability must be ensured. Otherwise, the consequences can be catastrophic. [2]  

The need for quality software is challenging today. It is estimated that in practice from at least 
30% to even 50% of the total effort and costs in software development goes to testing and quality 
control [4]. Malfunctioning software causes user dissatisfaction and financial, material, loss, or even 
human casualties. Therefore, software quality control is a very important set of activities in its 
development. Software testing needs to be done to save money, increase security of applications and 
user data, increase customer satisfaction and achieve adequate product quality. Software testing is an 
integral part of Software Development Life Cycle (SDLC) process [3], [5]. In SDLC, the software is 
finished after it has passed testing. The earlier errors are detected, it is cheaper to fix it.  

The main purpose of testing is to provide confidence that the software is working well. Good 
testing provides measures for the following relevant factors: correctness, efficiency, flexibility, 
reliability, testability, reusability, usability, documentation, maintainability, and integrity structure [7]. 
One of the methods that is insufficiently applied in software quality assurance is integration testing. 

The rest of the paper is organized as follows: section two presents integration testing strategy; 
section three integration testing techniques, section four integration testing techniques on abstract 
example; and final section brings the conclusion. 

2. Integration testing strategies 

Testing strategies are related to levels of software system complexity and are categorized as [5]: 
• Unit testing 
• Integration testing 
• System testing  
The classification of software testing into levels can be seen on Figure 1. Based on the client's 

needs, the specification of the user's requirements is formed. Besides that the planning and design of 
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the software, its’ elements and architecture are carried out. Based on the design, programs are written 
and the first tested parts are code with unit tests. After that, the parts of the program must be 
connected into larger units, modules and integration testing is done based on the previous design, 
models and different specifications. This is followed by system testing of the entire software to see if 
it complies with the specification, and at the end, acceptance tests are performed to determine whether 
the software meets its purpose, the basic task that the user needs. [8] 

After determining the correctness of certain components, i.e. of unit testing of the basic parts of the 
code, they are integrated into larger units of the software system that should function according to the 
set requirements. Integration testing checks unit modules that are combined into larger units and how 
they work together. The biggest problem when integrating components is their connection through 
software interfaces. Interfaces between components can lead to the following problems:  

• Data can be lost when passing through the interface between components,  
• One component can have a negative impact on another,  
• Combinations of program sub-functions may have an adverse effect on the main function,  
• Inaccuracies in programming, acceptable at the level of an individual component, after 
connection give unacceptable values (eg variable and more complex data structures).  
 

 
Figure 1: Software testing levels [6] 

 
The integration testing strategy defines how and in what way the components are combined to test 

the system, which affects the integration time schedule, the coding order, and the cost and 
comprehensiveness of testing. The system is viewed as a hierarchy of components, in which each 
component belongs to a design layer. The goal of integration testing is detailed testing of the 
integration and interfaces between components, as well as the connection with the operating system, 
file system, hardware and software interfaces, etc.  

3. Integration testing techniques 

According to [1] the main traditional integration testing strategies are: “top-down” integration, 
“bottom-up” integration, “big-Bang” integration, threads integration, and critical modules integration. 

According to [1] main integration testing techniques are: 
• Integration from top to bottom ("Top-Down"),  
• Integration from the bottom to the top ("Bottom-Up"),  
• Integration according to the "Big Bang" principle, 
• Sandwich integration, 
• Threads integration. 
In the following, we will address and explain some of the mentioned techniques of integration 

testing. 
Top-Down integration is a favorite method of many designers and testers. At the top level, there is 

usually one component that is tested in isolation. After that, components that are used by previously 
tested component are combined and tested as larger units. This process is repeated until all 
components are included. A component being tested may call another that is not yet tested, so a 
dummy routine (“stub”) is created, a special-purpose program that simulates the activity of the 
component that is missing because it is still under development. Stab pretends to be a non-existent 
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module, responds to the call, accepts input data, and returns output data so that the testing process can 
continue. A stub is a component that simulates the operation of a lower-level module, and a driver is a 
component that simulates the operation of a higher-level module. [1] The disadvantage of this type of 
testing is the potential need for a large number of fake routines. This can happen if the lowest level of 
the system contains a large number of general purpose routines. One way to avoid this problem is to 
change the strategy. Instead of including an entire tier at a time, in a modified top-down approach, 
components of each tier are unit tested before merging. Unit testing the components of each level 
causes another difficulty. Each component requires dummy routines and handlers, resulting in more 
coding and therefore more potential problems.  

When using Bottom-up integration testing method, each component at the lowest level of the 
system hierarchy is the first unit that is tested. Then there are the component tests that call the 
previously tested components. This procedure is repeated until all components have been tested. The 
Bottom-Up method is useful when most of the lowest-level components represent general-purpose 
utility routines that are called from other components, as in object-oriented design, or when the 
system integrates a large number of independent reusable components. [1] The disadvantage of this 
type of testing is that it is difficult to test the system from the bottom up if there is a time dependency 
in a large part of the processing, in the system. Often this technique is best suited for object-oriented 
programs. Objects are combined one by one with objects or collections of previously tested objects. 

"Big Bang" integration or “joining components at once” is also used within integration testing. 
After the unit testing of all components, the final integration of the system follows and checking 
whether everything works as specified and designed. In 1979, the author, Myers, called it "Big Bang" 
integration. Many testers use this method on smaller systems, while its' application on large systems is 
impractical with potential problems. The first problem is that in order to test individual components, it 
is necessary to write both stubs and drivers. Another problem is that, since all components are 
integrated at once, it is difficult to find the cause of irregularities, and errors in interfaces are difficult 
to separate from other types of errors[1]. 

Sandwich integration was created as a combination of techniques from top to bottom and from 
bottom to top. The author of sandwich integration is Myers, in 1979. According to him, the system is 
viewed in three layers, like a sandwich. The target layer is in the middle, and there is one layer each 
on the bottom and top sides. A top-down approach is applied to the top layer, and a bottom-up 
approach to the bottom layer. Testing approaches a target layer that is selected based on system 
characteristics and the structural hierarchy of components. Stabs and drivers are required for a small 
number of modules/components. [1] This type of integration allows testing to be done as early as 
possible during software implementation. Sandwich integration has an advantage over top-down and 
bottom-up approaches by testing control components and utilities at the outset. There is no 
comprehensive testing of individual components before integration. One variation, modified sandwich 
testing, involves testing higher-level components before merging them with others. This is a hybrid 
form of integration, a combination of top-down and bottom-up approaches [7]. The advantages of this 
approach are: Suitable for large projects, Fewer stubs and drivers are needed, Executes faster than 
other approaches. Deficiency is related to the fact that defect isolation is more difficult. 

Threads integration strategies can be applied to object-oriented systems. Object-oriented systems 
are sets of cooperating entities that exchange messages, and threads can be identified with sequences 
of subsequent message invocations. Therefore, a thread is a scenario of normal usage of an object-
oriented system. Testing a thread implies testing interactions between classes according to a specific 
sequence of method invocations. [1] 

4. Example 

Example of program modules, labeled: A, B, C, D, B1, B2, D1, D2, D3, B21, B22 that will 
illustrate integration testing techniques (Figure 2). Software basic component A consists of three main 
components: B, C, D. Component B consists of B1 and B2, while B2 consists of B11 and B12. 
Finally, module D has sub-modules: D1, D2 and D3. 
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Figure 2:Program modules example 

 
Integration from top to bottom ("Top-Down") - Figure shows how to test the system using the top-

down method. Component A, at the highest level, is the only one that is tested in isolation, while B, 
C, and D require dummy routines. When component A is tested, it is combined with the next level so 
that B, C and D are tested together. At this stage of testing, dummy routines for B1, B2, D1, D2, D3 
will be needed. Finally, the entire system is tested.  

 
Test level 1: testing A (1. on Figure 3) 
Test level 2: testing A > B > C > D (1.+2. on Figure 3) 
Test level 3: testing A > B > B1 > B2 > C > D > D1 > D2 > D3 (1.+2.+3. on Figure 3) 
Test level 4: testing A > B > B1 > B2 > B21 > B22 > C > D > D1 > D2 > D3 (1.+2.+3.+4. on 

Figure 3) 
 

 
 

Figure 3:Integration from top to bottom  
 
A system can be tested using a modified approach by first testing A, then B, C, and D, and only 

then integrating those four components for level one and two level testing. Then B1, B2, D1, D2, D3 
are tested individually. Finally, the entire system is brought together for testing. 

 
Integration from the bottom to the top ("Bottom-Up"): 
 
Test level 1: testing B21 > B22 (1. on Figure 4) 
Test level 2: testing B1 > B2 > B21 > B22 > D1 > D2 > D3 (1.+2. on Figure 4) 
Test level 3: testing B > B1 > B2 > B21 > B22 > C > D > D1 > D2 > D3 (1.+2.+3. on Figure 4) 
Test level 4: testing A > B > B1 > B2 > B21 > B22 > C > D > D1 > D2 > D3 (1.+2.+3.+4. on 

Figure 4) 
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Figure 4:Integration from the bottom to the top 

 
Integration according to the "Big Bang" principle: 
 
Test level 1: testing B > B1 > B2 > B21 > B22 > C > D > D1 > D2 > D3 (1. on Figure 5) 
Test level 2: testing A > B > B1 > B2 > B21 > B22 > C > D > D1 > D2 > D3 (1.+2. on Figure 5) 
 

 
Figure 5: "Big Bang" integration 

 
Sandwich integration - (like eg. "Test A" in the picture below, a stub is required for A). The 

following figure shows the sequence of tests for sandwich integration, where the target layer is in the 
middle, i.e. components: B, C and D. 

 
Test level 1: testing B1 > B2 > D1 > D2 > D3 (1. on Figure 6) 
Test level 2: testing B > B1 > B2 > C > D > D1 > D2 > D3 (1.+2. on Figure 6) 
Test level 3: testing B > B1 > B2 > B21 > B22 > C > D > D1 > D2 > D3 (1.+2.+3. on Figure 6) 
Test level 4: testing A > B > B1 > B2 > B21 > B22 > C > D > D1 > D2 > D3 (1.+2.+3.+4. on 

Figure 6) 
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Figure 6:Sandwich integration 

5. Conclusions 

Software quality control is a very important set of activities in its development. Integration testing 
is not given enough attention and in practice, it is often not done satisfactorily, which can lead to 
certain problems. The mentioned techniques of integration testing are: integration from top to bottom 
(top-down), integration from bottom to top (bottom-up), "Big Bang" integration, Sandwich 
integration, and Threads integration.  

We can conclude that the top-down integration is a favorite method of many designers and testers; 
“Big-Bang” method is suitable on smaller systems; Sandwich method is suitable for large projects; 
Threads integration strategies can be applied to object-oriented systems; and the bottom-up (bottom-
up) method is useful for lowest-level components and general-purpose utility routines that are called 
from other components, also in object-oriented design, or when the system integrates a large number 
of independent reusable components. 

From the above we conclude that it is very important to know well the techniques of integration 
testing in order to properly apply them in certain software, which, of course, are not all of the same 
character, purpose, complexity, etc. 

Future direction in this field could be in development of tools that could combine different 
integration testing strategies and methods, as well as to combine integration testing with other types of 
testing methods. Results of these tests could be stored and used by developers not only to fix code, but 
to learn what is not to be done in future developments. In research, it would be beneficial to conduct 
systematic review of papers related to testing methods, to organize taking questionnaire among testers 
regarding their work with different methods and tools, or to develop methods and tools that are based 
on accumulated testing results, that could be used in predicting possible future bugs, as a guidance to 
novice software developers.    
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Abstract: 
The trajectory of technological evolution is increasingly oriented towards the development of 

intelligent solutions that enhance both the efficiency and functionality of everyday life. As 

technological advancements accelerate, we are witnessing a paradigm shift in the execution of 

technical processes, aimed at simplifying device interactions while simultaneously enhancing 

control and automation. The rise of AI at the edge is revolutionizing the way we approach 

machine learning in the context of IoT and embedded systems. Edge AI, which brings the 

power of machine learning to edge devices, allows for real-time data processing and decision-

making, enabling devices to operate independently of cloud-based systems. This innovation is 

crucial for applications requiring low-latency responses, such as autonomous vehicles, smart 

cities, and industrial automation. The convergence of AI, IoT, and edge computing is thus 

driving significant innovation in embedded systems, with trends indicating a growing emphasis 

on lightweight machine learning models, energy-efficient algorithms, and scalable 

architectures. In this paper, we will conduct an in-depth exploration of the utilization of 

TinyML systems, focusing particularly on practical case studies and best practices associated 

with neuton.ai. By examining practical use cases of neuton.ai, we will highlight its 

contributions to advancing the field, including innovations in model optimization, scalability, 

and real-world deployment strategies. 

 

Keywords: 
Internet of Things, AI, Edge intelligence, neuton.ai, tiny machine learning,  

1. Introduction 

The evolution of the Internet of Things (IoT) can be framed as an integral part of the successive 

industrial revolutions that have transformed societies and economies. Each phase of industrial 

development has seen the introduction of new technologies that enhance productivity, efficiency, and 

connectivity [1],[2]. IoT, as we know it today, can be understood as a product of the Fourth Industrial 

Revolution, but its foundational concepts trace back to earlier transformations in industrial history 

Figure 1. Each revolution brought about a new paradigm of connectivity and automation, and IoT 

represents the latest stage in this trajectory. By integrating data, devices, and systems, IoT is not only 

enhancing industrial processes but also transforming how humans interact with the world around them. 

The convergence of IoT and AI is driving a new wave of industrial and societal transformations, 

enhancing system capabilities and human-machine collaboration. [3]. 

 

 
Figure 1: The four industrial revolutions and current progress 
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The integration of machine learning into resource-constrained devices has led to the emergence of 

TinyML, a field dedicated to enabling intelligent data processing and decision-making at the edge. As 

the Internet of Things (IoT) continues to expand, the demand for efficient, low-latency, and energy-

conscious AI solutions has become critical. TinyML addresses these demands by allowing machine 

learning models to operate on small, embedded devices with minimal computational power, reducing 

the need for continuous cloud connectivity and optimizing real-time performance [4]. 

One of the leading innovations in this domain is neuton.ai, which provides tools and frameworks for 

developing highly efficient TinyML models without the complexity of traditional machine learning 

pipelines [5],[6]. By automating model generation and optimizing performance for edge devices, 

neuton.ai has demonstrated practical applications across various industries, including healthcare, 

agriculture, and industrial automation. These advancements allow for real-time data analysis and 

decision-making directly on the device, minimizing latency, bandwidth usage, and energy consumption. 

This paper explores the practical utilization of TinyML systems, with a specific focus on neuton.ai's 

capabilities [7]. It aims to provide a detailed analysis of current trends, challenges, and best practices 

for deploying TinyML in embedded systems, addressing the implications for both technological 

innovation and real-world applications. 

2. Technological Trends and Innovations 

Technological trends and innovations in TinyML are driving significant advancements in the fields 

of IoT and edge computing. One major trend is the development of increasingly efficient hardware, 

such as low-power microcontrollers and specialized AI accelerators, which enable real-time data 

processing directly on edge devices. Model optimization techniques, including quantization and 

pruning, have also emerged as key innovations, allowing machine learning models to operate with 

minimal computational and energy requirements. Platforms like neuton.ai are advancing the automation 

of TinyML model creation, enabling the deployment of highly optimized models on resource-

constrained devices without requiring deep expertise in machine learning Figure.2. 

 
Figure 2: Neuton.AI high architecture process overview [8] 

 

Moreover, innovations in lightweight neural architectures and energy-efficient algorithms are 

addressing the challenges of deploying AI on embedded systems [9]. These trends are expanding the 

applicability of TinyML across diverse sectors, from healthcare and smart cities to industrial 

automation, by enabling real-time, decentralized decision-making. The convergence of these 

innovations is shaping the future of AI at the edge, allowing for more scalable, secure, and intelligent 

IoT ecosystems. 

2.1. IoT and AI integration for embedded systems 

A key development is the advancement of energy-efficient hardware, such as microcontrollers and 

edge processors, designed specifically to handle machine learning tasks directly on devices with limited 

computational resources. This evolution is critical for real-time, decentralized data processing, reducing 

reliance on cloud-based infrastructures and lowering latency. In parallel, model optimization techniques 

like quantization, pruning and neural architecture search have enabled the deployment of complex AI 

algorithms on constrained devices. Platforms such as neuton.ai are playing a pivotal role in automating 

the creation and deployment of highly efficient TinyML models, allowing embedded systems to execute 

advanced AI tasks without requiring extensive expertise or large computational overhead [10],[11]. 
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The integration of AI and IoT in embedded systems has led to innovations in autonomous decision-

making, particularly in industries such as healthcare, agriculture, and industrial automation. The ability 

to process data locally enables enhanced privacy, reduced bandwidth usage, and faster response times, 

making these systems highly adaptive for real-world applications Figure 3. As these trends continue, 

the convergence of IoT, AI, and TinyML is shaping the future of intelligent, low-power embedded 

systems, offering scalable and efficient solutions for next-generation smart environments [12]. 

 
Figure 3: IoT device engineering  

3. Tiny Machine Learning  

TinyML is rapidly advancing field within machine learning, specifically focused on enabling AI 

capabilities in resource-constrained embedded systems. It represents a transformative approach to 

deploying machine learning models on low-power, memory-limited devices such as microcontrollers, 

which are integral to the Internet of Things (IoT) ecosystem. This development allows real-time, on-

device data processing and decision-making, reducing the need for constant cloud connectivity, and 

improving both efficiency and privacy. TinyML has wide-ranging applications across industries, 

including healthcare, smart cities, agriculture, and industrial automation [13],[14].  

The growing adoption of TinyML underscores its potential to reshape the landscape of AI and 

embedded systems, offering scalable, energy-efficient solutions for real-time, intelligent decision-

making across a wide range of applications. 

4. Neuton.AI and its Features 

Neuton AI is a cutting-edge platform that simplifies the development and deployment of machine 

learning models. Neuton AI leverages an automated machine learning approach, allowing users to 

create highly efficient models without requiring deep technical expertise in machine learning or data 

science. The platform is designed to address the challenges of deploying machine learning on resource-

constrained devices, such as microcontrollers and embedded systems, by optimizing models for low 

memory usage, reduced computational power, and energy efficiency. With utilization of this platform, 

easily can be solved regression, classification and anomaly detection [7],[8]. 

It is commonly used in scientific and engineering fields for integrating machine learning into edge 

and embedded systems. The list of its diverse capabilities includes: 

 No-code model development - a key feature of neuton.ai is its no-code environment, which 

allows users to develop machine learning models without the need for programming. This feature 

broadens access to AI development, making it more accessible to non-technical users and a wider 

audience. 

 Lightweight models - neuton.ai specializes in creating ultra-compact models optimized for 

deployment on devices with minimal computational resources, such as microcontrollers and edge 

devices. These models are designed for efficient memory usage and energy consumption, making 

them well-suited for TinyML applications. 

 Low latency and real-time processing - the platform emphasizes the development of models 

optimized for real-time execution, supporting low-latency decision-making on edge devices. This 

capability is essential for applications requiring immediate responses, including autonomous 

systems, healthcare monitoring, and predictive maintenance. 
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 Data privacy and security - by facilitating local data processing on devices rather than relying 

on cloud servers, neuton.ai enhances data privacy and security. This approach minimizes the 

transmission of sensitive information, addressing privacy concerns in fields such as healthcare and 

finance. 

 Cross-platform compatibility - neuton.ai is designed for seamless integration across diverse 

hardware platforms and environments. Its models are deployable on a range of devices, from 

microcontrollers to more advanced embedded systems, ensuring flexible deployment options. 

 Energy efficiency - its models are optimized for minimal energy consumption, which is crucial 

for battery-powered IoT devices and embedded systems. This efficiency extends the operational life 

of devices, reducing the need for frequent recharging or battery replacements. 

 Scalability - supports scalable deployment of models across multiple devices and 

environments, making it ideal for large-scale IoT deployments where numerous devices require 

simultaneous data processing. 

5. Utilization of Neuton.AI 

The practical example of training the model we have created using data for Transport Type Detection 

as a source data. Next phase was training the pipeline where the model type was Multi Classification 

(used to predict one value of the limited number or of possible outcomes). Focus was placed on 

maximizing accuracy as the evaluation metric, with a training duration limited to 4 hours. The model 

was optimized for deployment on Intelligent Sensor Processing Units (ISPU). 

 
Figure 4: Heatmap of the features with highest binary correlation with target 

 
After the phase of training the pipeline, next stage is results reviewing. Exploratory data analysis 

shown that for training we used data set dimensions with rows: 6210, columns:101, size 

memory:2.44mb. The data set based on the variables was split into 8 classes, above on the Figure 4 is 

shown the correlation heatmap (value 1 is indicating perfect correlation of each feature with itself, 0 

indicates no correlation and -1 would indicate a perfect negative correlation, but this dataset shows only 

positive correlations). The top five pairs of features that exhibit high mutual correlation values 

exceeding 0.7, Figure 5. 

 
Figure 5: Columns with high mutual correlation (>0.7) TOP 5 
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Based on the metric type for the target hardware ISPU, there is an option to select if we want to 

use the holdout metrics or training metrics (more to read about the difference in Table1). 

 

Table 1: 

Key differences between Training and Holdout Metrics 

Feature Training Metrics Holdout Metrics 

Data Used Training dataset Holdout(validation/test)dataset 

Purpose Evaluate model learning Access generalization ability 

Implications 

Common metrics 

Can indicate overfitting 

Accuracy, loss, precision, recall  

Reflect real-world performance 

Accuracy, loss, precision, recall 

 

Both training and holdout metrics are essential for building and validating machine learning models. 

Training metrics assess how well the model has learned from the training data, while holdout metrics 

evaluate the model's performance on unseen data, providing a clearer picture of its potential 

effectiveness in real-world applications. 

In our case, with utilization of neuton.ai platform the monitoring of the holdout metrics performance 

for the model show 0.95% of accuracy and good performance in the FLASH and SRAM (Static Random 

Access Memory) memory, Figure 6.  

 

 
Figure 6: Performance holdout metrics accuracy 

 

If we focused even more on the model quality, based on the Figure 7 easy we can detect the stable 

version of the model. 

 
Figure 7: Analytics of the model 

 

Classification tasks only can be represented in confusion matrix Figure 8, that shows the number 

of correct and incorrect predictions based on the validation data.  
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Figure 8: Confusion Matrix 

 

After completing the training, C libraries will be prepared for a wider range of hardware types, and 

source code will be available for enterprise plans. With downloading the “C Library” of the selected 

model that can integrated it on the device Figure 9. 

The “C Library” contains the following files (which is not recommended to be modified, since 

unsupervised changing of files can cause errors in model inference): 

 Artifacts – contains models converted to various formats, as well as an executable file for 

predictions on the desktop. 

 Neuton – supported libraries for embedding, Cortex M0, Cortex M4, Cortex M33 and STMicro 

ISPU.  

 Neuton-generated – contains information necessary for the correct operation of libraries. 

 LICENSE – contains the possibilities and restrictions on the use of its intellectual property. 

 README – contains instructions for leveraging libraries. 

 

 
Figure 9: C Library folder structure 

6. Future Directions and Limitation 

Neuton.AI is increasingly recognized as a leading platform in TinyML and edge computing, 

prompting the exploration of several emerging future directions. Several future directions are emerging: 

 The platform is poised to significantly enhance AI integration at the edge with the expanding 

IoT landscape. By supporting a wider range of edge hardware, such as microcontrollers and low-

power devices, its application in areas like smart cities, autonomous vehicles and healthcare 

wearables can deepen human-machine collaboration and advance edge computing.  

 Enhancing real-time data processing capabilities is crucial for meeting the growing demands 

of low-latency applications, such as autonomous drones and smart medical devices. Optimizing 

inference speed and reducing latency will be essential for advancing autonomous systems and 

supporting mission-critical industries.  

 On-device adaptive learning, where models evolve from real-time data without cloud 

retraining, represents a key area of advancement in edge AI.  
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 It could expand its utility by developing domain-specific models tailored to fields like 

genomics, personalized medicine, and environmental monitoring. This would involve creating 

customized solutions for handling specialized datasets and optimizing algorithms for specific 

industry applications [15]. 

 

Despite its considerable potential, Neuton.AI encounters several limitations that require attention 

and resolution [16]: 

 Limited customization for advanced users - it effectively automates model development for 

users with limited technical expertise. However, this focus on simplicity may restrict flexibility for 

experienced machine learning practitioners. Users seeking greater customization or the ability to 

fine-tune complex models for specific applications may find Neuton.AI automated approach 

insufficient for their advanced needs. 

 Challenges with ultra-low-power devices - even highly optimized models may underperform, 

limiting their applicability in certain edge computing scenarios. 

 Non-Sensor-based data - its versatility may be constrained when applied to computationally 

intensive tasks, such as natural language processing (NLP) or computer vision, which often 

necessitate larger models and greater processing power than typical edge devices can support. 

 Scalability in large-scale edge networks - scaling across numerous edge devices introduces 

significant operational challenges, including model update management, device synchronization, 

and addressing specific hardware limitations. Although Neuton.AI performs effectively in smaller 

deployments, larger-scale edge AI networks may necessitate more robust infrastructure for efficient 

model deployment and maintenance. 

7. Real-World Application 

Today this platform is used wide world for different applications such as: predictive maintenance in 

industrial IoT (to monitor equipment sensors to detect unusual patterns or vibrations that indicate 

potential failures to reduce downtime and operational costs in industries), health monitoring devices 

(process physiological data like heart rate, oxygen levels or ECG patterns directly on the device without 

needing a cloud connection), smart agriculture sensors (detect soil moisture, temperature and crop 

health status), environmental monitoring (air quality), smart home and building automation (adjust 

lighting) and etc. Neuton.AI is adaptable across different sectors, where the platform’s lightweight, 

cloud-independent approach makes it ideal for real-time, cost-effective AI solutions. 

8. Conclusions 

Neuton.AI presents significant advantages in enabling AI at the edge, especially through its 

automation and TinyML capabilities, its future success will depend on overcoming current limitations 

related to customization, hardware constraints, data security and scalability. As it continues to evolve, 

addressing these challenges will be essential to broadening its applicability and pushing the boundaries 

of edge AI. In our paper, we have provided a comprehensive overview of Neuton.AI's capabilities, 

demonstrating its platform features and evaluating its current strengths. Additionally, we identified 

future directions and potential innovations, particularly in embedding AI within IoT devices in more 

efficient and intelligent ways. These advancements promise to unlock new possibilities for real-time 

data processing and autonomous decision-making at the edge, further enhancing the integration of AI 

in smart technologies and paving the way for its expanded adoption across diverse industries. 
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Abstract: 
This paper applies predictive analytics and machine learning using Python for better 
understanding and prediction of students' success in different educational contexts. It also 
discusses how predictive models, using a range of machine learning algorithms-including 
ensemble models-can find students at risk much earlier than is currently possible to identify 
the right time for appropriate interventions to retain more students and improve academic 
performance. Such a study, therefore, calls for comprehensive data collection on demographic, 
academic, and co-curricular variables to ensure the development of valid models with 
educative strategies and personalized academic advisement. The ethical use of predictive 
analytics-what has been termed as bias and transparency-implies trust among all the 
stakeholders concerned. As big data analytics is increasingly adopted across different 
educational institutions, the potentiality for changing the educational landscapes grows by 
leaps and bounds.  
Keywords: 
Predictive analytics, machine learning, Python. 

1. Introduction 

Predictive analytics and machine learning have now combined in an approach aimed at better 
understanding and improving student success in the context of education. The paper describes the 
application of these technologies using Python in analyzing different aspects that influence students' 
performances and come up with predictive models that can forecast academic outcomes. This has 
implications for being able to provide educators and administrators with information that is actionable, 
leading to improved educational strategies and interventions [1].  

Recent studies have emphasized the relevance of co-curricular involvement in relation to student 
success. A comprehensive measure of involvement provides new insights into the characteristics that 
predict student thriving, both quantity and quality of the experiences are found to be critical factors 
related to academic achievement [2]. It also talks about the implication of course modalities on student 
retention and success in showing that results can vary significantly depending on the demographic 
makeup when using different instructions as indicated by Hamann et al. 2020. This therefore, implies 
that in developing predictive models that are of a high degree of accuracy, there is a need to look at 
many sources of information [3]. 

The investigation of various machine learning algorithms, in a paper by Granados et al., depicted 
the way different types of algorithms, such as support vector machines and decision trees, could be 
applied to predict student performance, which has enforced the idea that machine learning can go a long 
way in the understanding and prediction of student success [2]. 

2. Predictive analytics in Pyhton 

Python is very popular in predictive analytics due to the versatility of the language and the huge 
ecosystem of libraries developed for data analysis and machine learning. This wide usage in the domain 
results from simple syntax and a set of powerful libraries such as Scikit-learn, TensorFlow, Pandas, 
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matplotlib, Sklearn and NumPy that assure ease in development and enhancement of the predictive 
model across various applications like healthcare, finance, and transportation [4]. 

One of the most striking features of predictive analytics is its modeling capability and classifying 
and predicting results using data recorded previously. For example, Geldiev et al. identify that the whole 
purpose of the training process is to come up with a model that has actually been developed from 
classified examples, after which one can classify any new data points using the same model quite 
effectively. This iterative process of model training and validation is needed, as various studies done 
on Python libraries for tasks ranging from predicting diabetes to analyzing employee attrition [5][6]. 

Transportation has also applied it in many ways, such as optimizing intelligent transport systems. 
One such example is that Xiao in his paper presents the methods of using different Python libraries like 
Pandas and SciPy for analysis of traffic flow data and forecast traffic flow to improve safety and 
efficiency in the use of roads within urban mobility. Such examples point toward Python's ability to 
adapt according to very different aspects of predictive analytics challenges [7]. 

Besides, the development of dedicated libraries like Maestro serving to optimize energy networks 
and CAFA-evaluator, developed to benchmark classification methods, serves to show that not all 
innovation stops within the Python ecosystem. The tools simplify not just the process of predictive 
modeling but also make various advanced analytical techniques more accessible to practitioners in 
different types of science fields [8]. 

3. Machine learning in Python 

Machine learning has now turned into an important component of modern data analysis and artificial 
intelligence. Python is turning out to be the most used programming language in this area. The reason 
of its growing popularity is the availability of a great number of libraries and frameworks, which allow 
easy implementation of all sorts of machine learning algorithms. Python becomes a critical tool for both 
researchers and practitioners, as libraries like Scikit-learn, TensorFlow, and PyTorch allow one to carry 
out both classic and deep learning.  

Python in Machine Learning is versatile in that it covers quite a great number of algorithms and 
methodologies. For example, Scikit-learn provides a broad range of algorithms for classification, 
regression, and clustering under a uniform interface that facilitates the modeling work in a comfortable 
way. On the other hand, TensorFlow and PyTorch are used for deep learning applications and provide 
high-class capabilities to build and train neural networks. This rich ecosystem not only enhances 
productivity but also allows for rapid prototyping and experimentation, which is imperative in the fast-
evolving field of machine learning [8][9]. 

Python also works well with other libraries that manipulate data, such as NumPy and Pandas. Both 
libraries enable efficient handling and preprocessing of data, critical steps in a machine learning 
pipeline. It is a massive advantage because big datasets will be processed with much ease; hence, the 
researcher can focus on model development rather than data management challenges. The syntax in 
Python is relatively friendly to users, making the language accessible to newcomers in the field and 
hence widening the machine learning practitioners' community [4][8][9]. 

Machine learning application in Python is materialized for many fields: healthcare, finance, 
environmental science, and so on. For example, research has illustrated the use of Python for the drug 
classification task in which machine learning techniques were used to increase the accuracy of the 
prediction. Similarly, Python has been implemented in the analysis of environmental data further 
showing how it can solve real-world problems using machine learning. This does support further 
versatility with increased educational resources and community contributions that allow it to enhance 
learning and collaboration while working in the Python ecosystem. [9] 

4. Predictive analytics and machine leaarning in education 

Predictive analytics and ML for education have, over the years, really taken off and have been major 
aids in analysis and predictions concerning the success of students. Such techniques make use of 
historical data to define trends and influencing factors concerning academic success; hence, they allow 
for targeted interventions to be carried out by the respective institutions.  
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The first major benefit of the usage of predictive analytics in education is objective analysis of 
students' performance facilitated through various types of machine learning models. For instance, it was 
revealed that models such as RF may provide a pretty good forecast of students' academic achievements 
according to their physical activity and level of stress. These models not only bring insights into major 
predictors of success, but also allow on-time strategic changes in teaching strategies depending on the 
forecasted results. Besides, current literature and practice show that integrated deep learning methods 
promise high-level feature extraction in complex data, which in turn offer improved predictive accuracy 
[4][10] 

Secondly, it is of utmost importance to have high-quality and comprehensive data. In fact, any 
predictive modeling requires the availability of pertinent and accurate data on demographic, academic, 
and even extracurricular details of students. The successful implementation of these models is 
contingent upon addressing the issues of data privacy and security. Sensitive information is to be 
guarded but still be used for improvements in education. Feature selection is very important, as it 
directly influences the performance of the model and thereby the insights derived from the model 
[4][10]. 

Comparative studies of various predictive models have also comprised an important part of recent 
work in this area. Several reports have suggested that a systematic comparison of various approaches 
to modeling is required in order to ascertain the relative merits and limitations of each. Classification 
algorithms like ANN, SVM, and Decision Trees have been used many times to classify students' 
performance as pass/fail or excellent/poor. These kinds of comparison frameworks provide educators 
with assistance in making relevant decisions so as to enhance the outcomes of their students [4][10]. 

Further, influences have been there from socio-demographic parameters in predicting the success of 
students. This is underpinned by the fact that factors such as economic background, previous academic 
success, and academic activities engagement are strong predictors of students' adaptation and 
achievement in colleges. With the consideration of these factors in predictive models, by all indications, 
the adjustments of support responsiveness will also be more sensitive to individual needs within their 
diverse demographics [10][11][12].  

4.1. Predictive analytics and Python for students success prediction 

Predictive analytics with Python in Student Information Systems has recently drawn great attention 
when it comes to the analysis and predictions for better academic success. The approach shall make use 
of the large volume of data generated by students to glean insight and make informed predictions about 
academic performances that might help improvement in student outcomes [13]. 

Predictive analytics makes use of statistical methods and machine learning algorithms to analyze 
data from the past in order to predict what is most likely to happen in the future. Such analytics could 
include demographic data, academic success or performance, attendance history, and various measures 
related to student engagement in an attempt to predict the likelihood of successful or failing students 
[13].  

 For instance, Chen and Upah explain how predictive analytics can be applied to academic advising 
to provide feedback that is data-driven, which in turn encourages students to engage in sense-making 
activities with respect to their academic trajectories, and it proves that learning in the perspective of 
data analytics informs decisions on how institutions can be certain about student retention and success. 
This ability to preprocess and analyze, using Python libraries such as Pandas and Scikit-learn, would, 
in turn, enable developers to create robust predictive models that could work across multiple educational 
contexts [13].  

Furthermore, the integration of machine learning with big data analytics provides deeper insight into 
the behaviors and learning patterns of students. Big data may explain the learning needs of students 
and, therefore, facilitate the implementation of personalized interventions to achieve better academic 
performance. This view has been taken up by Bai, 2024: "Big data can help explain the students' 
learning needs, thus facilitating the implementation of personalized interventions to achieve better 
academic outcomes". This is in agreement with the findings of Hall et al., in which they established that 
proactive student-success coaching-informed predictive analytics significantly improve academic 
performance and persistence among community college students [14][15]. 
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The general steps in any predictive modeling, therefore, include data collection, preprocessing, 
model selection, training, and evaluation. Such is the case where Cui et al. mention that learning 
analytics is starting to be one of those areas where institutions try to improve student experiences by 
developing predictive models based on student data. Because the chosen algorithms, such as decision 
trees, support vector machines, or neural networks, determine significantly the effectiveness of the 
prediction which could be done, besides being interpretable; for example, according to Bird et al., one 
way to mitigate bias in predictive models to achieve unbiased assessment of students is the removal of 
demographic predictors [16][17]. 

5. Predictive model example 

In the present educational landscape, one of the important tasks that educators and institutions can 
undertake is to predict student success. Using data analysis and machine learning techniques, schools 
can detect early at-risk students and intervene with appropriate support to improve their academic 
performance. This is usually done by building a predictive model that can use various types of student 
characteristics, such as study hours, attendance, and previous academic performance, to predict their 
chances of success [18]. 

López et al. (2013) conducted a systematic review, "Predicting students' academic performance in 
higher education," reviewing the myriad of studies on forecasting academic outcomes using different 
predictive modeling techniques. The authors first outline the increasing importance of data-driven 
approaches in educational settings and highlight the role such models may play in identifying at-risk 
students and customizing interventions to secure their success. Based on the findings of several research 
works, this review aggregates methodologies adopted for analysis, which have ranged from classic 
statistical techniques to advanced machine learning algorithms. 

One central insight that arises from the review is the various influences which might predict students' 
performance. López et al.  group these predictors into three broad categories: demographic factors, 
including variables related to age, gender, and socio-economic status; academic factors, including 
previous grades and study habits; and psychological factors, such as motivation and self-efficacy. The 
multi-faceted approach underlines the complexity of academic success and the necessity to consider 
various dimensions within predictive modeling. One more section of the review presents the efficiency 
of different techniques of modeling, according to the data, a machine learning approach and specifically 
decision trees and neural networks are promising for enhancing accuracy within prediction. 

However, the authors also raise awareness about the ethical issues of predictive models in education. 
They support responsible use of data to ensure that interventions driven by predictive analytics will not 
further entrench existing inequities or biases. By supporting transparency and fairness in model 
development, López et al. also emphasize the collaboration needed between educators, data scientists, 
and policymakers. While this systematic review underlines progress in predictive modeling for 
academic performance, it also challenges a more nuanced understanding of how these tools can be 
applied to foster equitable educational outcomes [19]. 
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Figure 1: Most frequently researched features as predictors (left side) for predicted values (right side) 
[20].  

 
Figure 2: Cross-tabulation of features (inputs) and performance values (outputs) [20].  
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6. Conclusions 

In conclusion, the introduction of predictive analytics coupled with Python machine learning makes 
all the difference in educational methods by showing early identification of at-risk students and 
informing timely interventions toward the better retention and success of all students. They can, 
therefore, apply different machine learning techniques, such as ensemble models, to understand 
performance patterns and redesign academic advising for individual learning trajectories.  

But what is very important now is that in advancing these technologies, issues of bias and 
transparency take center stage to gain the trust of both students and stakeholders. As great data and 
learning analytics continue to be adopted by educational institutions, it holds a great prospect for 
transforming the educational landscape.  

It is further promised that deep learning, among other analytical frameworks, will result in finer-
grained understandings of student behavior, better teaching strategies, and improved educational 
outcomes. All this convergence of data-driven decision-making and educational practices heralds a new 
era where student success and institutional effectiveness could be significantly enhanced. 
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Abstract: 
This synthesis examines the critical role of data visualization in enhancing insights and 
decision-making across various sectors, particularly in business intelligence (BI) and audio 
analytics. It highlights the necessity of selecting appropriate visualization techniques—such as 
bar charts, line charts, and heat maps—tailored to the characteristics of the data and the 
familiarity of the audience. The text emphasizes that the effectiveness of visualizations is not 
just about aesthetics but also about improving understanding and facilitating informed 
decisions. In the realm of BI, interactive visualizations allow users to dynamically explore 
complex datasets, fostering a deeper comprehension of underlying trends and reducing 
cognitive overload. Furthermore, the dynamic integration of audio data visualization within BI 
frameworks, particularly through tools like Microsoft Power BI, illustrates how organizations 
can leverage audio datasets for behavioral monitoring and emotional analysis. The synthesis 
discusses advancements in audio-visual integration that enhance tasks like emotion 
recognition, making data analysis more robust and accurate. Moreover, it explores how 
techniques like compression optimize audio data for visualization. Ultimately, the synthesis 
underscores the importance of thoughtful visualization strategies in turning data into actionable 
insights, providing organizations with a strategic advantage and enhancing overall 
performance.   
Keywords: 
Visualization process, Visualization data types, audio data, audio data in visualization process 

1. Introduction 

Humans are visual beings from early ages. From hunting strategies to all kinds of animal they have 
encountered, it is possible to conclude that this were the moment of necessity for data visualization. 
Many of ancient human letters are visual based, civilization like Egyptians and Mayas created 
photograpic images, that allows communication between people and through generations. Maps are also 
used to show the wealth of the civilization [1].  

The map of the city of Ga Sur is the most antique map, and it dates from 2500 B.C., and presents 
Euphrates river between two mountains. Also, there are Homero map and Ptolemy map, two maps very 
important for the ancient world. In sixteenth century, Portuguese wealth was presented as shown in the 
Cantino map [1]. 

William Playfair wrote a book with diverse types of diagrams to show all kinds of statistic 
information. In the seventh decade of last century, the first infographic appeared in magazines and 
paper, in order to gather information and present them graphically, in the best possible way for that kind 
of information [1]. 

Nowdays, data is everywhere around us. As a result of increased amount of generated data, the need 
for data visualization is growing. Companies are generating large amounts of data everyday and as a 
result, data available on web has been increasing drastically. It is very difficult for users to analyze and 
explore large quantities of data, so data visualization comes useful [2]. 
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Data visualization is based on things such as development, design and graphical presentation of data. 
This action provides ability for customers to analyze data through visual charts, that originates from 
different sources. Visual charts are also good for discovering data patterns, and forming a conclusion 
[2]. 

Data visualization is also known as a scientific visualization or infromation visualization. The main 
goal of visualization is to make information last through time. All information that are not possible to 
be tasted, touched or smelled, have to be interpreted visually [3].   

2. Visualization data types 

Data visualization is an important aspect of data analysis in the sense that it gives users some insight 
into a rather complex array of data visualized graphically. How various types of visualization work out 
best depends on such factors as the nature of the data under consideration, audience familiarity with the 
visualization techniques, and the goals of the analysis, among other things. This synthesis discusses the 
types of data visualizations available, their applications, and considerations that ought to be in place if 
good implementation of the data is to occur. 

There are different types of visualizations that exist for purposes and suit various characteristics of 
the data. Common types of visualizations include bar charts, pie charts, line charts, and heat maps, 
which have different advantages depending on the data being represented. For example, bar charts 
provide the best method of comparison in data that is categorical, while line charts are best suited for 
the indication of trend over time. On the other hand, the choice of visualization could make all the 
difference in audience understanding and decision-making. A number of studies show that user 
preferences and familiarity with particular kinds of visualizations can lead to misalignments with best 
practices in data visualization [4] [5]. 

In domains such as healthcare, the design of visualizations has to consider manifold needs of 
practitioners as well as other stakeholders. The work of Backonja et al. underlines that personal and 
user-centered design can enhance usability in visualizations among healthcare providers [6]. This is 
particularly apropos in contexts where data visualization supports decision-making, as observed in the 
preferred types of visualization among health professionals in the study on Antimicrobial Stewardship 
by Keizer [5]. Their effectiveness depends on the clear and efficient transmission of information that 
enables one to derive meaningful insights from the data interpreted. 

Lastly, it might be higher-order visualizations involving more advanced ways of showing 
information; interaction and dynamic change could also be associated with it. In the words of 
Kharakhash [7], effective visualization turns data analysis from an exercise in technicality into a strong 
tool for deriving actionable insight. This is especially important in the big data environment in which 
such schemas are hard to represent using traditional ways of visualization in order to understand the 
large and complex nature of the data sets involved. Automation of the visualization process itself 
through the development of frameworks that can automatically decide what type of visualization to use 
and how to present the data, depending on user objectives, is also touched on by Golfarelli and Rizzi 
[8]. 

Data type visualization is a complex activity that involves considerations of data characteristics, user 
preferences, and use context. By employing adequate visualization techniques and learning from the 
needs of one's audience, it is possible for practitioners to make the communication of data more 
effective and clear 

3. The Visualization Process in Business lntelligence 

Business intelligence tools use visualization processes, which remain an essential component for 
improving decision-making capabilities across a wide array of sectors. Visualization in BI systems 
enables organizations to transform complicated datasets into easily understandable visual patterns that 
can be more easily analyzed for insights and interpretation. Such processes are particularly important 
within big data contexts since the scale and intricacy of the information could overwhelm traditional 
analytic methodologies [9]. 
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However, interactive data visualization has become one of the most powerful tools in BI, letting 
users dynamically explore information and gain insights that might have been obscured by static 
reporting. Research has demonstrated that interactive visualizations greatly enhance decision-making 
processes by allowing users to change some dimensions of the data and observe various scenarios. This 
is core to organizations trying to get strategic advantage from data, since it fosters deeper understanding 
of underlying trends and patterns [9]. 

Additionally, there are many industries where the usage of BI tools exposes different facets of data 
visualization. For instance, in the retail industry, Power BI has been one of the BI tools used to 
effectively analyze sales trends. By visualizing the trend of past sales, businesses can identify patterns 
in growth and therefore make informed decisions on how much inventory to maintain or how effective 
their marketing strategy should be. Similarly, in the realm of government data, extraction and 
interpretation of emerging topics from open government data have utilized visualization tools and 
enhanced competitive intelligence accordingly [10] [11]. 

Key role of BI also pertains to visualization for its functionality in reducing cognitive overload 
originating from data analysis. BI tools use information visualization through different dashboards and 
graphs that allow users to process and remember the information received more easily. This is very 
important in daily environments with demands for speedy decisions, as it provides a possibility for 
stakeholders to understand even the most complex information within a very short time and with 
complete accuracy [12]. 

Another good example of how BI tools can be used to improve organizational performance is 
through the development of customized dashboards that combine consumer information emanating 
from various sources. Such custom dashboards make visualization of data easier and also allow 
embedding of real-time analytics, thus enabling firms to respond more quickly against fluctuating 
market conditions. The application of visible models in representing KPIs, therefore, facilitates strategic 
management in the form of a clear understanding of the metrics of organizational performance [13]. 

4. Audio data in visualization 

Audio and visual data integration has become a key task in various applications; it thus plays a 
crucial role in enhancing the understanding and processing of multimodal information. Such synthesis 
is notably relevant to applications of audio-visual speech recognition, emotion analysis, and event 
localization, whereby its endpoint might be an improved performance together with robustness due to 
combined auditory and visual cues [14]. 

One of the main benefits of audio-visual data is increasing speech recognition; its growth is 
weakened due to the presence of noise. It has, in fact, been proven through research that the addition of 
visual features into speech can improve the rate of recognition in conditions where audio signals are at 
a loss. The results had concluded that the visual cues such as lip movements identify speech when the 
audio is not clear and proper. This phenomenon is termed a "visual Lombard effect" because the loss 
in auditory signals is restored through the visual information and hence, one understands speech better. 
Furthermore, the integration of audio and visual signals allows for the development of more 
sophisticated models that can leverage both modalities to achieve higher accuracy in speech recognition 
tasks [15]. 

In addition to speech recognition, audio-visual data plays a crucial role in emotion analysis. The 
ability to analyze emotions from audio-visual data offers significant advantages over using audio or 
video alone. In fact, studies show that auditory and visual signals add more depth to specifying 
emotional states, and each has a unique contribution to the perception of emotions. These have been 
employed in creating synchronized facial expressions with vocal intonations to enable more accurate 
emotion recognition, extremely useful in human-computer interaction and social robotics. With that, 
there is even greater need for a model that will be able to learn audio-visual data effectively, an area 
where machine learning techniques have also seen much improvement. Self-supervised learning 
methodologies have also been utilized to present a better representation of audio against the aligned 
visual data for developing the contrastive model that will be able to differentiate different events related 
to audio-visual. Methods applied support correspondence in audio-visual and provide better 
performance in the downstream tasks such as sound localization and event detection [16]. 
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Another important factor is that the challenge in the use of such audio-visual data lies in the process 
of audio-visual synchronization. In fact, studies that have been done on this topic have indeed 
established that there is a window of tolerance for asynchrony between the audio and visual signals, 
which can affect event perception. Any application that relies on the precision of timing coherence 
between an audio and a visual input, such as multimedia content and virtual reality environments, relies 
for its functionality on such issues of synchronization being understood and addressed [17]. 

5. Audio Data Visualization in Microsoft Power BI 

Audio data visualization in the Microsoft Power BI environment is one of the most important 
innovations in the integration of audio analytics into business intelligence frameworks. In particular, 
this multi-functional tool empowers users to create dynamic visualizations of audio data, which would 
allow a greater comprehension of their practical use in behavioral monitoring and emotional 
recognition. 

Another key use of Power BI in audio data visualization pertains to processing and representing 
complex data sets that are also derived from audio. For example, Wark discusses the use of Power BI 
at the Dallas Zoo regarding elephant behavior. The same is gathered using RFID sensors and visualized 
in real time. Application to power: this is the real deal of how Power BI can ensure timely responses to 
changes in behavior through daily, visually intuitive reports to the managers. This visual could even be 
extended by means of audio data, hence enriching the insights that come from behavioral analytics to 
develop an understanding of animal welfare [18]. 

Also, the quality of data to be visualized in Power BI can be enhanced using advanced audio 
processing. Techniques like compression through DWT and RLE can be utilized in order to optimize 
the audio data for analysis. Due to this compression, a similar set of data can be handled in a much more 
efficient manner by organizations that can thereafter be represented on Power BI dashboards without 
significant loss of quality. This will help not only in better data handling but will also ensure that the 
visualizations are apt and reflect the right and exact audio information [19]. 

Audio data to recognize human emotions: Audio data can be used for the extraction and visualization 
of insights on human emotions by speech patterns. The following examples are frameworks that are 
based on MSCNN for feature extraction from audio, effectively, in emotion recognition tasks. These 
can then be further combined into Power BI with the intent of creating visuals that expose emotional 
trends over time, offering very useful insights in areas as varied as customer service or even mental 
health monitoring [20]. 

Again, the integration of audio and visual data can further enhance the analytical capability of Power 
BI. Researchers in the merger of audio features and visual data have proved that a merger can further 
enhance accuracy in tasks such as the classification of an audio-visual scene. Here, the multimodal 
approach offers a more enriched dataset, which can be visualized through the application of Power BI; 
hence, the user has the ability to see patterns and relationships that they could not have considered when 
working with independent audio data [21]. 

6. Real life example 

A media company is interested in understanding the performance of its podcast episodes in terms of 
listener engagement. Each podcast episode is made up of audio files with metadata in various forms, 
including duration, speech-to-text transcripts, speaker identification, and emotional tone through the 
use of audio sentiment analysis tools. 

6.1. Application of Audio data in Power BI 

1. Transcription and Speech to Text Data: 
• The media company makes use of speech-to-text software. It converts the audio 

data of the podcasts into text. Transcript data consists of time-stamped words 
and can reveal over time the topics of conversations. 
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• Power BI Visualization: 
o Line chart or Area chart: This chart can be used to depict what topics 

or keywords were discussed at any single point in time throughout 
the podcast. For example, it can reveal how often certain keywords 
come up in timeline view and how long each discussion lasts. 

2. Audio Sentiment Analysis: 
• It uses an audio sentiment analysis tool that processes the underlying audio data 

to provide sentiment scores-positive, negative, and neutral-based on the tone of 
the voice of the speaker during every moment of the podcast. 

• Power BI Visualization:  
o A stacked bar chart or heat map could give the distribution of 

sentiment throughout the podcast. For example, the Y-axis could 
represent sentiment: positive, neutral, negative; this would be plotted 
on the X-axis for different time segments in a podcast and give 
insight into how the audience or speakers' emotional tone changed in 
key moments of the show. 

3. Speaker Identification & Engagement: 
• Processing of audio data in context, or in relation to the current speakers, such 

as hosts or guests, and their respective speaking times. This data can also 
capture listener engagement in terms of which parts were paused, hesitated, or 
listened to at a faster speed. 

• Power BI Visualization: 
o This is visualized in a pie chart format for the episode by showing the 

percentage of time that each speaker was speaking. 
A line chart visualizes the speaking pace over time-when it went up 
or down. This would then be matched with listener engagement 
metrics, such as peaks in playback or social media activity around 
those specific points in the episode. 

4. Listener Engagement: 
• The podcast platform also tracks when listeners skip, rewind, or stop the 

episode, which is correlated with the audio file's timeline. 
• Power BI Visualization: 

o Graph listener drop-off points using a line chart or scatter plot. Then, 
overlay this information with the audio data-for example, any point 
where there was too long of a pause or an off-topic discussion-to 
gauge what makes listeners disengage. 

 
Data Workflow: 
Audio files are processed, such as speech-to-text, sentiment analysis, and speaker 

recognition, outside of this environment. The data imports into Power BI as structured tables, 
including timestamp information, speakers information, and sentiment scores. 
Power BI visualizes metadata in a way that can give views to the media company in intuitive, 
powerful, and visual ways about the behaviors of both listeners and speakers. 
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Figure 1: Podcast Performance Analysis: Audio and Listener Insights 

 
From the previous figure we can see next: 
1. Keyword Mentions Over Time - This shows the number of times certain keywords are 
mentioned throughout the podcast at specific time intervals. 
2. Sentiment Analysis Over Time - The following stacked area chart presents the distribution of 
positive, neutral, and negative sentiment scores across different time segments. 
3. Speaker Engagement Distribution - This is a pie chart showing contribution in terms of time 
for each speaker throughout the podcast. 
4. Listener Dropoff Points Over Time - This graph shows the points of time at which listeners 
drop off, which gives some insight into listener behavior during the episode. 
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7. Conclusions 

Data visualization is essential for enhancing understanding and decision-making across various 
domains by presenting complex datasets in accessible formats tailored to audience needs. Interactive 
visualization tools, particularly in business intelligence, allow users to dynamically explore and extract 
insights from big data, overcoming limitations of traditional reporting. The integration of audio data 
visualization, as seen in platforms like Microsoft Power BI, further enriches analytical capabilities by 
merging auditory and visual information to improve behavioral monitoring and emotional recognition. 
Ultimately, effective data visualization techniques, informed by user requirements and data 
characteristics, are crucial for clear and impactful communication of insights, driving informed 
decisions across diverse sectors. At the end of paper, the example of the usage of audio data in 
visualization process has been given, in real life example of analizing one episode of audio podcast. A 
figure is presented with specific parameters which are described in previous application and for every 
parametar is usability and functionality is described. 
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Abstract: 
Social networks undeniably have a huge role in users daily lives. In such circumstances, 
understanding the impact of social media trademarks' design on users perception is invaluable. 
Consequently, this paper focuses on analyzing the subjective impression left on users by 
various trademarks. The obtained results provide a detailed insight into the significance of 
trademarks in shaping the visual identity of social networks, highlighting key factors that 
influence recognizability, aesthetic appeal, and emotional connection with users. Additionally, 
the paper offers guidelines for optimizing design to enhance user experience and improve the 
positioning of social networks in the digital space. 
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1. Introduction 

Since humans became aware of their individuality, there has been a need to mark personal ownership 
and creations. Even in the early stages of civilization, people used various signs to preserve and express 
their identity. In line with this, the desire to highlight one's contribution was present in many fields, 
from masonry to literature and art. This trend has persisted through the ages and is evident today in 
simple examples, such as children signing their drawings, emphasizing their creative identity and 
authorship [1]. 

The concept of identity is associated with characteristics that indicate recognizability and 
uniqueness. Thanks to identity, it is possible to identify and differentiate, whether speaking of 
phenomena, people, organizations, or anything else. Visual identity, therefore, represents a set of 
graphic elements that enable recognizability. Such established recognizability in the context of a 
company refers to its public presentation and includes the impression it leaves on employees, clients, 
and partners. Generally, visual identity expresses the company's characteristics along with its values, 
core business idea, and ambitions, so it is important that it is both noticeable and consistent [1,2,3,4]. 

Companies have different requirements for defining their own visual identity, depending on their 
specific needs [5]. In general, the company's visual identity is determined by artistic elements that 
represent its visual constants, which are [5,6]: 

• Trademark; 
• Logotype; 
• Company name; 
• Typography; 
• Colors; 
• Layout system. 
 
The trademark is the primary element in building and defining the company's visual identity and 

creating its recognizability [3]. In everyday usage, the term logo is often used as a synonym due to its 
simplicity and appeal, although in design contexts, it refers to the trademark [7]. 

The trademark, as a basic element of a company's visual identity, should be simple, attractive, and 
appealing to the observer [8], but also easily executable in various techniques, technologies, and sizes 
[3]. Its design is very important as it should represent and convey the appropriate idea related to the 
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company, which is why it is often highly abstract and symbolic. As the trademark is a universal 
language of recognizable symbols, a visual experience that speaks more than words, it can contain 
various segments, such as drawings, and even numbers and letters. Accordingly, with technological 
advancements, modern designers have a wide range of options for creating trademarks. There are 
various types of trademarks, with the most common being monograms, letters and numbers, geometric 
shapes and figures, illustrations, or pastiches as artistic works that mimic another artist's technique or 
style from another artistic period [8]. 

2. Research description 

This research addresses the problem of building a recognizable visual identity for a social network. 
The specific subject of the study is the influence of the trademark as an element of visual identity on 
user perception. The goal of the research was to determine and compare the impression of social media 
trademarks based on the responses of participants of different ages and genders. The participants were 
tasked with expressing their opinions through a survey, rating the social media trademarks on a scale 
from 1 to 5, where a rating of 1 represents very poor, 2 insufficient, 3 neutral, 4 good, and 5 excellent. 
The trademarks of the following social networks were evaluated: Facebook, LinkedIn, Tumblr, Twitch, 
Twitter (X), Flickr, Badoo, Truth Social, Patreon, YuBo, YouTube, Instagram, TikTok, WhatsApp, 
Viber, Pinterest, Snapchat, Discord, Reddit, Threads. 

 

 
Figure 1: Trademarks of social networks from research 
 

The obtained research results are presented cumulatively through the display in Figure 2, which 
shows the calculated average ratings of individual trademarks according to all categories of 
respondents, taking into account the overall results, responses from individual gender and age groups, 
as well as their combinations.   

For clarity, colors have been used to categorize the ratings as follows: 
• Purple: rating >= 4; 
• Blue: 3 <= rating < 4; 
• Red: rating < 3. 

 
Additionally, colors were used to indicate the average ratings of trademarks that received the highest 

scores in any of the categories: 
• Gold: trademark that received the highest rating in a specific category; 
• Silver: trademark that received the second-highest rating in a specific category; 
• Bronze: trademark that received the third-highest rating in a specific category. 

 
In situations where the average ratings of trademarks coincide, all trademarks with the same average 

rating share the position. 
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Figure 2: The average ratings of trademarks at all levels of research 

2.1. Discussion of research results 

The provided overview allows for the analysis of the research results at all levels, including the 
participants' opinions on individual trademarks.  

• Facebook's trademark received fairly consistent ratings, with slightly higher scores among the 
female audience compared to the male audience. Although there were no significant fluctuations in 
ratings across categories, Facebook's trademark did not stand out as much as some other trademarks. 
• LinkedIn's trademark left a fairly average impression on the participants. It was rated highest 
among women over 50 years old, while it scored the lowest in the category of women under 25, 
where its average rating was slightly below 3. 
• Tumblr's trademark did not meet the subjective impression of the participants, as its average 
rating in each category was below 3, which is unsatisfactory. 
• Twitch's trademark generally oscillated around a rating of 3 across categories, sometimes 
slightly above and sometimes below this average. It was rated best among younger men under 25 
years of age. 
• Twitter's (X) trademark was rated quite evenly across categories, but since the average scores 
were below 3, it was perceived as insufficiently good by the participants. 
• Flickr's trademark, according to the majority of participants, was deemed insufficiently good. 
It left a slightly better impression on the age group over 50 years old, specifically women over 50, 
as well as women aged 25 to 50, where its average rating was slightly above 3. 
• Badoo's trademark received similar ratings to Flickr's, with the exception that it recorded an 
average score above 3 among female participants. 
• Truth Social's trademark was generally rated solidly, around a 3, without leaving a strong 
impression on the participants. It received lower average ratings among male participants, 
particularly in the categories of men aged 25 to 50 and men over 50. 
• Patreon's trademark did not meet the participants' expectations, as its average rating in all 
categories was below 3, except for the category of women over 50, where it received an average 
rating slightly above 3. 
• YuBo's trademark did not show significant differences in average ratings across categories, 
though in some categories it exceeded 3, while in others it fell slightly below this average. 
• YouTube's trademark was the only in this study to receive an average score above 4 across all 
categories. It was also the only platform whose trademark was ranked among the top 3 in every 
category, indicating that this trademark was particularly liked by the participants. 
• Instagram's trademark closely followed YouTube's performance, also receiving an average 
score above 4 in almost all categories and ranking among the top 3. The only exception was the 
average rating from men over 50, who gave it a significantly lower score. Nevertheless, this 
trademark left a very positive subjective impression on the participants. 
• TikTok's trademark was generally well-received by participants, with average ratings across all 
categories ranging between 3 and 4, converging around 3.5. 
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• WhatsApp's trademark was rated with outstanding average scores above 4 in most categories, 
with some fluctuations, and frequently ranked third in participants' opinions within specific 
categories. This clearly indicates that the trademark left a very positive impression on the 
participants. 
• Viber's trademark had an average rating around 4, with slight fluctuations. In some categories, 
Viber’s trademark was ranked among the top 3 based on participants' subjective impressions, 
indicating that it was well-received. 
• Pinterest's trademark showed greater fluctuations in average ratings across participant 
categories. Although it did not score below 3 in any category, it received significantly lower ratings 
in some, compared to categories like female participants, where it scored 4, or female participants 
under 25, where it ranked right behind YouTube’s trademark, as well as the category of participants 
under 25, where it ranked third in average score. 
• Snapchat's trademark was rated as solid in most categories, except for the categories of older 
men aged 25 to 50 and over 50. 
• Discord's trademark received quite different average ratings depending on the category, 
showing that it left very diverse impressions on participants. For instance, in the category of men 
under 25, its average rating exceeded 4, while in the generalized category of participants over 50 
and the specific category of men over 50, its average rating was below 3. 
• Reddit's trademark left a decent but not particularly strong impression on participants across all 
categories. Its average ratings ranged from 3 to 4, mostly falling within the lower half of that range. 
• Threads' trademark, as a relatively new social network, was not particularly appreciated by 
participants, with its average ratings predominantly around 3, with slight deviations. 

2.2. Conclusions based on research results 

After analyzing the impressions of the trademarks, the following conclusions can be made: 
• The most successful trademark belongs to the social network YouTube, followed by the 
trademarks of Instagram, WhatsApp, Viber, and then Pinterest. 
• YouTube has the leading trademark according to male respondents at all levels of the research 
(including the category of all male respondents, the category of male respondents under 25, the 
category of male respondents aged 25 to 50, and the category of male respondents over 50), while 
this holds true for Instagram's trademark in the case of all the aforementioned categories of female 
respondents. 
• In the category of respondents under 25, after the trademarks of YouTube and Instagram, the 
WhatsApp trademark received the highest ratings, with Pinterest also standing out, as it ranked 
second in the group of women under 25 based on its average trademark rating. 
• On the other hand, in the category of respondents aged 25 to 50, alongside YouTube's and 
Instagram's trademarks, Viber's trademark was among the top three highest-rated, including within 
the separate categories of women aged 25 to 50 and men aged 25 to 50. 
• The age group of respondents over 50 also expressed that YouTube's trademark is particularly 
appealing to them, praising Instagram's trademark as well, which was even ranked first among 
women over 50. However, men in this age group rated it much lower, so it did not make it into the 
top three highest-rated trademarks. On the other hand, respondents over 50 gave very consistent 
ratings to the trademarks of WhatsApp and Viber, which were also among the highest-rated. Women 
in this group favored the WhatsApp trademark, while men preferred the Viber trademark. 

3. Recommendations for designing social media trademarks 

Based on the presented research results, it is possible to provide general recommendations that can 
be applied in most cases, as they take into account the most common preferences based on the opinions 
of the participants in this study. 

The initial recommendation is for the social media trademark to be visually simple. Considering that 
the new technological age has brought information overload, users no longer have the time or patience 
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for excessive detail, leading to an increasing trend of minimalism in trademark design. By removing 
unnecessary elements and retaining only what is essential, a more memorable visual identity is created. 
Limiting the color palette, lines, and shapes in the design of a trademark helps create a quick connection 
with the user, which is especially important in the context of social media. Additionally, simple and 
clear trademarks are very appealing as they evoke a sense of calmness and security in the observer. 

The next important point is the coherence of the trademark design with the goals of the social 
network. The trademark should reflect the primary purpose of the network, so users immediately 
understand what it offers and form a connection with it. It is also crucial to creatively and intelligently 
combine elements that best represent the platform's essence to distinguish it clearly from others. Often, 
one effective graphic element that directly conveys the message to users is enough, and it should be 
arranged in a visually appealing way. 

Color selection is also significant in the design of social media trademarks. Colors influence the 
emotional reactions of users, shaping their subjective perceptions of the network. From experience with 
designing social media trademarks, cheerful and energetic colors like red, pink, yellow, and orange, 
when combined with other synchronized elements, have produced excellent results, making these hues 
a strong recommendation as the foundation of a social network’s visual identity. On the other hand, 
blue is the most commonly used color in social media design and is generally the most prevalent color 
in technology. However, for this reason, special attention should be paid to selecting a shade that sets 
the design apart from others. Unlike blue, its derivatives, purple and green, are less commonly used but 
are well-received because they help the social network's trademark stand out with inspiring and 
distinctive designs. It is also recommended to avoid excessively dark colors, as they often create a 
negative impression, especially in the context of social networks, which are primarily used for 
entertainment and relaxation. To enhance the impact of the design, it's not enough to choose a nice 
color; it must be aligned with the network’s purpose and target audience. For platforms dominated by 
younger users, lighter and more vibrant colors are a good choice as they evoke excitement and energy. 
In contrast, for networks designed for professional purposes, whose users are mostly older, it is more 
appropriate to use neutral colors that convey stability and seriousness. Additionally, if the network has 
a significantly larger proportion of users from one gender, the colors used in the trademark design 
should be tailored to gender preferences. Female users tend to prefer softer shades, while males are 
generally drawn to bolder and clearer tones. Ultimately, while it is important to follow certain guidelines 
and trends, the design should not overly rely on generic colors commonly used by competitors. An 
innovative and thoughtful approach to color selection can significantly enhance the originality and 
recognizability of the trademark. 

The shape of the trademark design should also be unique and aligned with the characteristics of the 
network it represents. Sometimes, shape alone can convey the essence of a social network and express 
it visually in a simple way. In practice, simple shapes have proven to be more memorable, so their 
combinations, alterations, or independent use should be carefully considered when creating a distinctive 
social media trademark. Moreover, forming an unusual shape that stands out from the rest makes the 
trademark memorable and noticeable. 

Lines should be clean and simple to ensure the social media trademark looks clear and professional. 
In building a powerful visual identity, it is important to smartly choose the properties of the lines, such 
as thickness and style, so that they highlight the design and support its functionality. These should be 
combined in a way that avoids visual overload. Using very simple lines can create contrast, emphasize 
certain parts of the design, improve visual hierarchy, and direct users’ attention, making it crucial to 
maintain precision, consistency, and uniformity in the use of lines in the trademark design. 

Furthermore, when combining graphic elements with textual ones, it is advisable to use legible, 
simple, and consistent typography. Fonts in trademark design should be clear and easily recognizable, 
so it is recommended to use fonts with simple characteristics that allow for quick identification and 
readability. Limiting the number of fonts contributes to maintaining the professional look and 
recognizability of the trademark, so ideally, one font or a few related fonts should be used to avoid 
cluttering the design. Fonts not only convey visual information but also an emotional tone, so the chosen 
font must reflect the desired character and message of the social network. Rounded-edge fonts are often 
suitable for social media because they appear approachable and friendly, while sharp-edge fonts are 
better for platforms that emphasize seriousness and sophistication. 
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Although these recommendations provide basic guidelines for designing social media trademarks, it 
is essential to remember that every trademark is specific and unique, requiring a tailored approach. The 
final design should always be adapted to the specific message and goals of the social network, as well 
as the desires, needs, and expectations of the users. Therefore, it is necessary to balance following these 
guidelines with creatively adapting to each case to ensure the success of the trademark. 

4. Conclusion 

With the increasing number of users spending time on social media, their visual identity is becoming 
ever more important. A unique trademark significantly contributes to highlighting the social network, 
creating an opportunity to connect with users, build loyalty, and achieve business goals, as clearly 
demonstrated by this research. Additionally, based on the average ratings of social media trademarks 
from respondents, it can be concluded that there is considerable room for improvement and 
enhancement of impressions, as well as the development of a more effective and powerful visual 
identity. This can also serve as a suggestion for a more detailed consideration and careful selection of 
trademark designs. Popular networks generally received excellent ratings from respondents for their 
trademarks, but this does not mean they should strictly adhere to the current design in the future. 
Designers, in general, should not rigidly follow guidelines in creating trademarks but should adapt to 
the specific needs of the platform and its users. Design is an art, and as such, it knows no boundaries or 
rules. What must always be kept in mind, however, is the fact that subjective impressions vary greatly, 
as confirmed by this research, meaning there is no established formula for success when it comes to 
individual experiences. Based on past experiences, it is only possible to observe certain aesthetic and 
emotional norms that apply on a broader scale, making it advisable to follow them while avoiding 
elements that are unappealing to the majority of users. In any case, only through continuous trend 
monitoring, testing of innovative and creative ideas, and carefully listening to user feedback can the full 
potential of a social network’s visual identity be harnessed, offering the chance to achieve and maintain 
success in the digital market. 
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Abstract: 
The inheritance represents one of the most important concepts of object-oriented programming, 

which allows obtaining a new class based on the content of the old class (parent class). Based 

on that, inheritance can be applied as a powerful tool that provide multiple use of programming 

code. In this paper, we will discuss few important differences that exists between 

implementations of inheritance in C++, Java and C# programming languages. 
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1. Introduction 

The first topic in object-oriented programming teaching is – class and object. Class is a model of 

class concept, while object is a model of individual concept [1]. The content of the class consists of 

fields and methods, where the field represents the model of descriptive and the method the model of 

operational property. An object is an instance of a class, which has identity, state and behavior. The 

object has a unique identity, i.e. the name uniquely identifies that object in an object-oriented program. 

The state of the object is determined by the current field values. Methods can change the state of an 

object. The life of an object is one path through the state space. Object-oriented program is a model of 

real-world environment where object “lives”, changes states and behaves according to class methods.  

The second topic in object-oriented programming teaching is – class relationships. There are 

complex relations between class concepts in the real-world environment. Class relationships represent 

a model of this relations, e.g. relation between class subjects <Teacher> and <Subject> could be 

described by sentences: <Teacher> teaches <Subject> and <Subject> is taught by <Teacher>, or e.g. 

relation between class subjects <Car> and <Motor> could be described by sentence: <Car> contains 

<Motor>, or e.g. relation between class subjects <Person> and <Student> could be described by 

sentence: <Student> is a <Person> that study at a university. 

There are numerous types of class relationship, that can be divided into two groups [2]: 

- Client relationships, 

- Inheritance. 

The client relationship describes situation where one class (client) uses services of another class 

(server). The most used client relationships are association, aggregation, and composition. Association 

describes a two-way relationship between two classes, where both classes can participate as client or 

server, e.g. <Teacher> teaches <Subject> and <Subject> is taught by <Teacher>. Owner-component 

relations are modeled by aggregation or composition, where one class (owner) contains another 

(component). Aggregation implies that the lifetime of the owner and component are independent, e.g. 

<Car> contains <Motor>. On the other hand, composition implies that the owner and component are 

simultaneously constructed and destructed, <Cylinder> contains <Base> and <Wrapper>. 

The inheritance implies creation of new class as an extension of parent class, where the new class 

presents a special kind of parent class, e.g. <Student> is a <Person> that study at a university, where 

<Student> is a new class derived from parent class <Person>. The content of the parent class can be 

downloaded without or with modification, with the possibility of adding new content. This paper 

analyzes few important differences that exists between implementations of inheritance in C++, Java 

and C# programming languages. 
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2. Syntax 

There are different implementations of inheritance in numerous programming languages. In C++, 

the derivation of class B from class A is written as follows: 

 
class A { 

    // fields 

    // methods 

}; 

 

class B : <access-specifier> A { 

    // fields 

    // methods 

}; 

 

The word <access-specifier> can be private, protected or public. When 

<access-specifier> is private, then all inherited content become private. In case when 

<access-specifier> is protected, then all inherited content become protected, except 

content that is already private where access right will stay private. If <access-specifier> 

is public, then access rights to all inherited content will not change. Field in the derived class can be 

inherited or added, while method can be inherited, overridden or added. By default, method is not 

virtual, except when it has word virtual at the beginning. 

Programming language Java uses word extends instead : (colon) [4]. There is no <access-

specifier>, since each inheritance is public by default. In Java, by default, each method is virtual. 

When method is modified, then in the derived class is used word overridden at the beginning. The 

derivation of class B from class A is written as follows: 

 
class A { 

    // fields 

    // methods 

} 

 

class B extends A { 

    // fields 

    // methods 

} 

 

Programming language C# uses : (colon) instead word extends [5]. In C#, by default method is 

not virtual and word virtual at the beginning, like in C++. When method is modified, then in the 

derived class is used word overridden at the beginning. Each inheritance is public by default. The 

derivation of class B from class A is written as follows: 

 
class A 

{ 

    // fields 

    // methods 

} 

 

class B : A 

{ 

    // fields 

    // methods 

} 
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3. Private inheritance 

The programming language C++ provides the possibility of realizing private inheritance, which 

means that all inherited content will become private. There are situations where private inheritance is a 

very useful tool, such as the deriving class Stack from class List: 

 
class List { 

    // fields     

    // methods add(i,el), read(i), remove(i) 

}; 

 

class Stack : private List { 

    // methods 

    // push() {add(1,el)} 

    // pop() {remove(1)} 

    // top() {read(1)} 

}; 

 

On the other side, private inheritance allows class deriving that do not make sense, i.e. where any 

class can be derive from any class, e.g. class Student from class Triangle. 

Syntax od programming languages Java and C# does not contain <access-specifier> for 

inheritance and assumes that each inheritance is public. 

4. Multiple inheritance 

Programming language C++ containes multiple inheritance, where class can be derived from two or 

more base classes. Eg. class C is derived from classes A and B: 

 
class A { 

    // fields 

    // methods 

}; 

 

class B { 

    // fields 

    // methods 

}; 

 

class C : public A, public B { 

    // fields 

    // methods 

}; 

 

The need to use multiple inheritance exists when one class concept has the functionalities of two or 

more concepts. Eg. class concept <AlarmClock> has functionalities of class concept <Alarm> and 

class concept <Clock>. On the other hand, multiple inheritance can produce few problems. Let us 

consider the first problematic situation with multiple inheritance. Eg. if classes A and B both contain 

the same field x, then class C derived from classes A and B will have two fields x: 

 
class A { 

    // field x 

    // methods 

}; 
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class B { 

    // field x 

    // methods 

    

}; 

Now, let us consider the next problematic situation with multiple inheritance. Eg. if class A is a 

mutual parent of classes B and C, then class D derived from classes B and C will have two parent parts 

which originate from the same class A: 

 
class A { 

 

}; 

 

class B : public A { 

    

}; 

 

class C : public A { 

 

}; 

 

class D : public B, public C { 

 

}; 

 

Syntax od programming languages Java and C# does not contain multiple inheritance. 

5. Conclusions 

Inheritance is a very important topic in teaching object-oriented programming. There are numerous 

challenges that must be overcome to adequately present inheritance to students. By that, this paper 

analyzed few important differences that exists between implementations of inheritance in C++, Java 

and C# programming languages. 
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Abstract: 
In the modern automotive industry, e-security technologies play a crucial role in enhancing 
vehicle and passenger safety. This paper examines various technologies and applications of 
these technologies that contribute to automotive safety. The main focus is on systems such as 
Electronic Stability Control (ESC), Adaptive Cruise Control (ACC), autonomous driving 
systems, virtual cockpit, keyless entry, and others. This paper deals with the advantages and 
challenges of implementing these systems, and their impact on reducing traffic accidents. 
The aim of the research was to establish the extent to which these technologies can contribute 
to increasing the safety of vehicles and their passengers, i.e. to the greater safety in traffic. A 
detailed analysis and comparison of these systems can help engineers and car manufacturers 
to improve existing technologies and develop newones, even more efficient and thus to 
contribute to the development of the entire e-business. Therefore, as expected research results 
were guidelines for further development and implementation of advanced e-security 
technologies. The paper concludes that these technologies have significantly contributed to 
increasing road safety, reducing the number of injuries and fatalities, and providing economic 
benefits to the industry and consumers. 
Keywords: 
E-Security, Automotive Industry, Vehicle Safety, IT Technologies 

1. Introduction 

The automotive industry is constantly developing, and technology plays a key role in improving 
vehicle and passenger safety. The integration of e-security systems has become necessary in order to 
reduce the number of accidents and increase traffic safety. 

E-security in the automotive industry includes a set of technologies and systems designed to 
improve the safety of vehicles and their passengers. These systems use advanced electronic 
components and software algorithms to recognize and respond to potentially dangerous traffic 
situations, reducing the risk of accidents and adverse consequences [1, 2]. 

E-security includes various systems that work together to provide comprehensive protection. 
Electronic Stability Control (Electronic Stability Program or Electronic Stability Control – ESC) is 
one of the key e-security systems, which uses sensors to monitor vehicle movement and automatically 
adjusts braking on individual wheels to prevent skidding. Adaptive Cruise Control (ACC) uses radar 
or laser sensors to maintain a safe distance between vehicles, automatically adjusting the driving 
speed. [3] 

Autonomous driving systems are the most advanced form of e-security, using a combination of 
cameras, radars, lidars and advanced algorithms to recognize the environment and control the vehicle 
independently without driver intervention. These systems can recognize obstacles, pedestrians and 
other road users, and react in time to avoid accidents. 

The instrument panel, i.e. the virtual cockpit, is also part of the e-security, providing the driver all 
the key information in an easy-to-view manner. These systems use digital displays to display speed, 
navigation, vehicle status information and warnings about potential hazards, reducing the risk of 
drivers’ error. 
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The Keyless Entry system allows drivers to unlock and start the vehicle without the need for a 
physical key, using smart keys or fobs that communicate with the vehicle via radio signals. This 
system contributes to practicality as well as safety. 

Together, all these technologies present an e-security system, which aims to make driving safer 
and more efficient. Through the integration of this advanced system, the automotive industry strives 
to reduce the number of accidents, injuries and deaths on the roads, providing drivers and passengers 
with a greater level of safety. [4] 

With an increasing number of vehicles on the roads, the application of advanced e-security 
technologies becomes necessary to ensure the safety of all road users. 

The mentioned technologies: electronic stability control (ESC), adaptive cruise control (ACC), 
autonomous driving systems, instrument panels and Keyless Entry systems are the basis of modern 
vehicles. [5] 

The idea behind the research in this paper arose from everyday use and the observation that some 
e-security systems in cars do not contribute in the way they should. Although they increase security, 
they often cause new problems that can be more serious than the ones they solve. 

This paper will present the basic characteristics of the mentioned e-security technologies, as well 
as their advantages and challenges in implementation. Also, with this research it will be established 
the extent to which these technologies can contribute to increasing the safety of vehicles and their 
passengers, i.e. greater safety in traffic. A futher detailed analysis and comparison of these systems 
can help engineers and car manufacturers to improve existing technologies and develop newones, 
even more efficient. Therefore, as expected research results, guidelines for further development and 
implementation of advanced e-security technologies will be presented. 

In this way, the presented research will contribute to a better understanding and implementation of 
e-security systems, with an insight into their impact on reducing the number of traffic accidents and 
increasing overall road safety. 

2. Theoretical background – Historical overview of security systems in the 
automotive industry 

The first cars were equipped with the very basic mechanical security systems. In the early stages of 
the automotive industry development, the emphasis was on enabling the basic functionalities of the 
vehicle more than on the passengers safety. As the industry developed, the need for safety measures 
improvement in order to reduce the risk of injuries in the traffic accidents became clear. One of the 
first significant steps in the field of safety was the introduction of seat belts. The seat belt, which first 
appeared in the 1950s, has become a standard part of the equipment of most cars. It has drastically 
reduced the number of injuries and deaths by keeping passengers in their seats during crashes, 
preventing them from being ejected from the vehicle. After that, safety systems in cars underwent 
significant development, moving from basic mechanical solutions to sophisticated electronic systems. 
The 20th century was marked by numerous innovations that improved the overall safety of vehicles 
[6]. 

Another key innovation was the introduction of airbags. Airbags were first installed in cars in the 
1970s and becamed standard in the 1980s. These systems are designed to inflate automatically in the 
event of a crash, providing additional protection to occupants and reducing the risk of head and chest 
injuries [7]. 

One of the first major innovations was the introduction of the Antilock Braking System (ABS) 
during the 1970s and 1980s. The ABS is designed to prevent the wheels from locking during sudden 
braking, allowing the driver to maintain control of the vehicle. This system has significantly reduced 
the number of accidents caused by loss of control during braking, especially on slippery or wet roads 
[8]. 

The next step in the safety systems evolution was the development of electronic stabilization 
systems (Electronic Stability Control – ESC). This system was introduced in the late 1990s and early 
2000s. The ESC system uses sensors to monitor the vehicle's movement and, in the event of control 
loss, automatically applies brakes to individual wheels to stabilize the vehicle. The ESC has become 
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crucial in preventing vehicle rollover and control loss, especially in sharp curves and sudden direction 
changes [9].  

The development of these electronic systems represented a significant advance in the automotive 
industry, laying the foundations for today's advanced e-security technologies that use a combination 
of sensors, computers and communication networks to provide an even higher level of safety and 
protection for passengers [10]. 

The first Adaptive Cruise Control – ACC systems appeared in the mid-1990s, with initial research 
conducted by car manufacturers such as Mitsubishi and Toyota [6]. The ACC is an advanced driver 
assistance system that uses sensors and radars to monitor traffic in front of the vehicle and 
automatically adjusts the vehicle's speed to maintain a safe distance from the vehicle in the front [7, 
11]. 

The autonomous driving system works through a combination of multiple technologies and 
sensors that allow the vehicle to perceive the environment, make decisions and perform actions 
instead of the driver. Early experiments from the 1980s (Carnegie Mellon University with the 
Navigation Laboratory project) contributed to the development of autonomous vehicles. Then in the 
1990s, DARPA (Defense Advanced Research Projects Agency) launched a series of challenges 
known as the DARPA Grand Challenge, with the goal of developing autonomous vehicles for military 
purposes. Finally, in the first decade of the 21st century, major technology and automotive giants such 
as Google (now Waymo), Tesla, Uber and many others began to actively develop and test 
autonomous vehicles. Google first introduced its autonomous vehicle in 2009, which used a 
combination of lidar, radar, cameras and advanced algorithms to navigate without driver intervention 
[12]. 

The instrument panel (virtual cockpit) is one of the key parts of the car's interior, providing the 
driver with all the necessary information about the vehicle's operation and driving conditions. The 
first cars had very simple instrument panels, with only a few basic indicators, such as a speedometer 
and a fuel gauge [11]. During the 20th century, instrument panels became more and more complex, 
adding more gauges and indicators to give the driver better information about the vehicle's 
performance [13]. Modern systems include advanced features such as augmented reality (AR) that can 
display information directly on the windshield, increasing safety and driving comfort [7]. 

The Keyless Entry system is a technology that allows drivers to unlock and start their vehicle 
without a physical key. This technology significantly improves the comfort and safety of the vehicle, 
reducing the risk of theft and facilitating access to the vehicle [6]. The first systems date back to the 
1980s and were relatively simple, allowing drivers to unlock the doors with a limited-range remote 
control. Modern keyless entry systems today are extremely secure and adaptable. They integrate 
smartphones allowing drivers to use mobile applications to access the vehicle and control various 
functions remotely [11].  

3. Research methodology 
3.1. Research goal and hipothesys 

The aim of this research is to determine whether e-security technologies in the automotive industry 
provide drivers with greater safety and improve traffic safety, as well as what drivers' expectations are 
from these technologies. It is expected to determine the level of driver awareness of the benefits of 
technologies such as Electronic Stability Control (ESC), Adaptive Cruise Control (ACC), 
Autonomous Driving Systems, digital instrument panel and Keyless Entry systems, i.e. that these 
technologies increase driving safety and comfort. Also, it is expected to determine drivers’ 
willingness to use abovementioned technologies. From the primary goal comes the evaluation of 
benefits, i.e. assessment of whether modern versions of these systems have contributed to increasing 
vehicle safety and traffic accidents reduction. 

The main hypothesis of this research focuses on technologies and their applications that have 
contributed to increased safety in the automotive industry and it states: “Modern technologies and 
their implementation can contribute to increasing safety in the automotive industry”. 
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3.2. Research method and research sample 

The method used in this research is surveying. The aim of the survey was to determine 
respondents' views on various e-security technologies in the automotive industry, with a special focus 
on their effectiveness, implementatio and perception among professionals. 

The survey was designed to provide a deeper insight into how experts in the automotive industry 
value these technologies, what advantages and disadvantages they recognize, and how their 
implementation affects the vehicles and passengers safety. 

A targeted sample composed of experts from the automotive industry who work in large global 
corporations based in Serbia, such as ZF Serbia, Continental and other significant companies, was 
selected for the respondents. The reasons for choosing these respondents are multiple: 

• Years of experience: The respondents have many years of experience in the automotive 
industry, which allows them to provide a deep understanding and insight into the evolution and 
implementation of e-security technologies. 
• Specific expertise: As professionals working on the development and implementation of these 
technologies, they are most familiar with the technical details, challenges and benefits that these 
innovations bring. 
• Knowledge of the issues: By working in large global corporations, the respondents are 
familiar with global trends and practices in the automotive industry, which allows them to provide 
relevant answers. In addition, their expertise allows insight into the actual situation and potential 
improvements in the application of new technologies. 
The survey was an online anonymous survey in order to allow respondents to freely and honestly 

express their views without fear of negative consequences or pressure. The survey included a sample 
of 31 respondents, which in the case of this research is considered representative, because they are 
experts from the automotive industry in Serbia who deal with the application of e-security systems. 

4. Research results and discussion  

A summary of the survey results is given in table 1, where it may be see the mean value of all the 
ratings of the mentioned systems, their mutual relationship and importance for vehicle and driver 
safety. The values in the Total Score column are obtained as the sum of the product of the number of 
respondents and the score divided by the number of respondents. 
Table 1: 
Summary of survey results 

Question 

No. 

Score E-security 

technology 
Influence 

Total 

Score 1 2 3 4 5 
1.  6,9 6 67,7 9,7 9,7 Keyless entry Theft protection  3,06 
2.  0 0 6,5 9,7 83,9 ESC Vehicle safety 4,77 
3.  3,2 0 64,5 32,3 0 All Theft protection 3,26 
4.  3,3 3,6 6 74,2 12,9 Autonomous driving Traffic accidents 3,87 
5.  0 0 29 71 0 Autonomous driving Traffic accidents 3,71 
6.  3,2 3,2 87,1 6,5 0 Autonomous driving Usability 2,97 
7.  0 3,1 6,5 19,4 71 ESC Vehicle control 4,58 
8.  3,1 3,1 6,5 87,1 0,2 All Vehicle safety 3,77 
9.  16,1 74,2 6,5 3,2 0 Virtual cockpit Driver safety 1,96 

10.  6,5 6,4 6,5 77,4 3,2 Management 
assistance 

Shopping assistance 3,61 

11.  0 3 6,5 83,9 6,7 All Mortality reduction 3,93 
Average 3,84 9,33 26,66 43,13 17,05 - - 3,58 
 
Based on the collected data from the survey and the results analysis, it can be concluded that these 

technologies have generally significantly contributed to increasing safety, however, not all 
technologies have contributed to the same extent. 
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Research has shown that the hypothesis is not fully confirmed with all security systems. In 
particular, the autonomous driving systems, ESC and ACC confirmed the hypothesis, while with the 
Keyless Entry and Virtual Cockpit systems, the results showed that these technologies did not 
contribute at the same level of efficiency as the other systems. Respondents expressed concern about 
security risks associated with this system, such as vehicle theft through relay attacks [14]. More than 
half of respondents (67.7%) believe that Keyless Entry systems increase the risk of vehicle theft, 
while only 12.9% believe that this system, minimally or not at all, increases the risk of vehicle theft. 
This indicates the need to further improve the security features of these systems in order to increase 
user confidence. The problem arose because manufacturers left the possibility of easier illegal access 
to the vehicle, by using signal boosters [14]. 

Although Virtual Cockpit technology offers numerous advantages in terms of visibility and 
customization of information [15], respondents expressed doubts about its reliability and potential for 
driver distraction. The results show that 93% of the respondents believe that the Virtual Cockpit had a 
minimal positive impact on increasing safety, while only 7% of the respondents believe that the 
Virtual Cockpit had a moderate or significant positive impact on safety. 

The results of the survey showed that the majority of respondents believe that ESC (Electronic 
Stability Control) contributes to vehicle safety to an extremely large extent. In particular, 83.9% of 
respondents believe that ESC significantly contributes to maintaining vehicle control, especially in 
bad weather conditions. Autonomous driving systems are also recognized as significant contributors 
to safety. The results of the survey show that 74.2% of respondents believe that autonomous driving 
systems will significantly reduce the number of traffic accidents in the future. This indicates a high 
degree of confidence in these technologies and their ability to improve overall road safety. 

If the summary results in table 1 are observed, it can be concluded that the average rating of all e-
security systems is generally high, because 43.13+17.05=60.18% of the respondents gave the highest 
ratings (4 and 5 respectively) to the tested e-security systems. Also, the Total Score column indicates 
that the best rated e-security system is the ESC, which is recognized as the system that users believe 
contributes the most to vehicle and driver safety. On the other hand, the lowest grade, i.e. Virtual 
cockpit is least trusted by users. The above also supports what was previously said, as far as the 
confirmation of the research hypothesis is concerned. 

The introduction of advanced e-security technologies in the automotive industry is driven by the 
need to increase road safety, reduce the number of traffic accidents and their consequences, and 
improve the overall driving experience. Advanced technologies, such as Electronic Stability Control 
(ESC) and Adaptive Cruise Control (ACC), allow cars to intelligently react to changes in the 
environment and the behavior of other vehicles, thus significantly increasing safety [8, 10, 16]. The 
integration of Virtual Cockpit and Keyless Entry systems not only aim to increase comfort and 
practicality for drivers, but also aim to improve safety through better information and protection 
against theft [10, 17]. 

5. Conclusions 

This paper examines the impact of modern technologies and e-security systems on the safety of 
drivers and vehicles in the automotive industry. The research focus was on some of the key e-security 
systems such as Electronic Stability Control (ESC), Adaptive Cruise Control (ACC), Autonomous 
Driving Systems, Virtual Cockpit and Keyless Entry. 

In order to confirm the research hypothesis, research was conducted by surveying experts and 
professionals involved in the development and implementation of these systems in the automotive 
industry, enabling the collection of relevant data on their effectiveness and perception within the 
industry. The results were analyzed to determine whether these systems met the safety objectives set. 

Future research could include a wider sample of respondents, specifically including end users of e-
security technologies, in order to gain a more comprehensive insight into their actual system use and 
experience. Such an expanded sample would enable a comparison of the views of professionals and 
end users, which would provide valuable information for the further development and optimization of 
these technologies. 
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The research results confirmed that modern e-security systems significantly improve vehicle 
safety. Electronic Stability Control (ESC) showed high efficiency in preventing skidding and loss of 
vehicle control, while Adaptive Cruise Control (ACC) enabled maintaining a safe distance from other 
vehicles, reducing the risk of chain collisions. Autonomous driving systems allow vehicles to move 
independently and react to traffic situations, further increasing driving safety. The Virtual Cockpit 
provides drivers with intuitive and customizable information, but does not contribute to safety, and 
the situation is very similar with the Keyless Entry system, which improves comfort, but reduces 
vehicle safety and increases the theft risk. 

Based on the above, some recommendations can be made for the further development of 
technologies that would contribute to increasing the safety of vehicles and drivers: improving the 
safety of the Keyless Entry system; further development of autonomous driving systems; driver 
education on the benefits and proper use of e-security technologies. 
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Abstract: 
Computer-aided engineering (CAE) is a term used to describe the various technologies and 
methods used for engineering analysis at all stages of development and manufacturing of 
products. CAE is widely used to simulate real-world conditions, optimize designs and validate 
product performance, with the aim to improve the overall engineering process. For these 
technologies and methods, numerous standards and specialized software systems and tools 
have been developed. Additionally, several different types of CAE technologies and various 
forms of CAE technology integration with other similar CAx technologies have been created. 
This paper provides an overview and analysis of different types of CAE technologies and the 
various forms of CAE technology integration with other similar CAx technologies. 
 
Keywords: 
Computer-aided engineering (CAE), computer-aided design (CAD), computer-aided 
manufacturing (CAM), computer-aided quality (CAQ), computer-aided robotics (CAR). 

1. Introduction 

Activities related to modern design, simulation, testing, manufacturing, quality control, and logistics 
of new products are unimaginable without computer-aided technologies, or computer-aided everything 
(CAx), such as CAD, CAM, CAE, CAPP, CAQ, CAS, CIM, PLM, and so on. All types of CAx 
technologies employ a large number of techniques and methods, as well as software systems and tools, 
to solve engineering problems in various scientific fields and industries. 

The application of different CAx variants that utilize a multitude of technologies, methods, software 
systems, and tools enables: 

• Rapid achievement of a final product version based on simulation and testing of a virtual 
prototype (VP) or rapid prototyping (RP), which significantly reduces the time needed for 
simulation, production, and testing of product prototypes, thus accelerating the introduction of a new 
product version to the market; 
• Efficient and fast production and quality control of the new product, significantly shortening 
the time required for manufacturing and quality control; 
• Creation of a reliable product for practical and real-world operating conditions; 
• Efficient planning and management of the manufacturing process and logistics and marketing 
activities related to transportation and market placement of the product; 
• Significant advantages in design, planning, production, quality control, and logistics of the new 
product, among others. 
All the above factors directly lead to a significant reduction in the time needed to bring a new product 

version to market and lower production costs while ensuring product quality and reliability in real-
world operating conditions. 

Within the activities of simulation and/or prototyping, simulation, testing, manufacturing, and 
quality control of the new product, engineering analysis is performed using various technologies and 
methods within CAE (Computer-Aided Engineering), which is considered one of the most important 
CAx technologies. 

CAE uses software systems and tools to solve engineering problems across various scientific fields 
and branches of engineering, in diverse areas of medicine, and in the design and manufacturing of 
devices and equipment across different industries (mechanical, automotive, electrical, food, agriculture, 
etc.), employing various technologies, techniques, and methods of engineering analysis. 
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The aim of this paper is to present the basic types (variants) of CAE technologies, along with the 
application and advantages of integrated working frameworks, platforms, and CAE software systems 
combined with other similar CAx technologies. 

2. Computer-Aided Technologies 

Computer-aided technologies (computer-assisted technologies) or computer-aided everything 
(computer-assisted everything) or computer-aided ”X” or abbr. CAx is a general term for technologies 
that use computer technologies (hardware and software) to aid in design, manufacture and exploitation 
of products [1-4]. CAx is a collective term for a large number of various computer-aided technologies 
(systems and processes), relating to the aspects of development, design, analysis, simulation, 
manufacturing planning, manufacturing, testing and quality assurance of products. 

CAx technologies represent a set of hardware components consisting in computer and interactive 
devices and software systems and tools by means of which are most often automated activities during 
the development of a new product and preparation for its manufacturing (Figure 1) [4]. Hardware 
components and software systems and tools within CAx technologies are in direct interaction with data, 
knowledge and human’s activities. 

 
Figure 1: The main components of computer-aided technologies (CAx) [4] 
 
Advanced CAx software systems and tools merge many different aspects of the product lifecycle 
management (PLM) [5], including design, analysis, production planning, manufacturing of products, 
etc. They can also be integrated with other computational systems for management and planning of 
production systems and processes, such as EDM (electronic document management), ERP (enterprise 
resource planning), MRP (material resource planning), MRP II (manufacturing resource planning), 
NPD (new product development), PDM (product data management), PDM (product definition 
management), PPC (production planning and control), RPD (rapid product development), SDM 
(simulation data management) etc. 

The major objectives of CAx technologies are to simplify and to improve human’s work (engineer, 
architect, constructor, physician, surgeon, etc.), by using the hardware and software as an indispensable 
tool to solve a problem in a certain field (engineering and production, architecture, construction, 
medicine, economy, business, management, teaching, etc.). 

Most commonly used CAx technologies for engineering fields are: 
• CAD (Computer-Aided Design) [6-7]; 
• CADD (Computer-Aided Design and Drafting) [7]; 
• CAE (Computer-Aided Engineering) [8-14]; 
• CAM (Computer-Aided Manufacturing) [15-16]; 
• CAPP (Computer-Aided Process Planning) [17-18]; 
• CAQ (Computer-Aided Quality) [19]; 
• CAQ or CAQA (Computer-Aided Quality Assurance) [19]; 
• CAR (Computer-Aided Robotics) [20]; 
• CARE (Computer-Aided Reverse Engineering) [4]; 
• CAS (Computer-Aided Service) [4]; 
• CAS (Computer-Aided Simulation) [21]; 
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• CASE (Computer-Aided Software Engineering) [22]; 
• CAT (Computer-Aided Testing) [4]; 
• CAT (Computer-Aided Tolerancing) [4]; 
• CIM (Computer-Integrated Manufacturing) [23-24]; 
• PLM (Product Lifecycle Management) [5] etc. 
From mentioned CAx technologies in engineering, the largest number of publications within Scopus 

have: CAD, CAE, CAM, CAPP, CASE, CIM and PLM technologies, which are also the most famous 
and most popular CAx technologies. A relatively new field is CAR (computer-aided robotics), which 
is expected to be widely used in the future. 

The most known commercial software tools for CAx technologies are [4, 16]: 
• ArchiCAD by Graphisoft, AutoCAD by Autodesk, CATIA by Dassault Systemes, SolidWorks 
by Dassault Systemes, Pro/ENGINEER (now Creo) by PTC etc., in the field of CAD; 
• SolidCAM by Dassault Systemes, FreeCAM; PowerMill by Delcam etc., in the field of CAM; 
• CATIA by Dassault Systemes, Creo by PTC, NX by Siemens, PowerShape/PowerMill by 
Delcam etc., in the field of integrated CAD/CAM; 
• Materialise Magics, Netfabb Studio etc., in the field of 3DP (three-dimensional printing), also 
known as AM (additive manufacturing); 
• RapidForm, Geomagic etc., in the field of CARE; 
• ANSYS, ABAQUS (Abaqus/Standard and Abaqus/Explicit), Altair, COMSOL Multiphysics, 
Adams, Moldflow, Moldex3D, 3D-Sigma, LMS Virtual.Lab, LS-DYNA, PAM-CRASH, SAMCEF, 
RADIOSS etc., in the field of CAE. 

3. Different Types of Computer-Aided Engineering 

Computer-aided engineering (CAE) is a field and technologies that use software systems and tools 
to solve engineering problems in various scientific fields and industries using various technologies, 
techniques and methods of engineering analysis [8-14]. CAE is used in all phases of development, 
design and manufacturing of products, from the initial design to the development phases, to the testing 
of a product using simulations or rapid prototyping (RP), and finally to planning, manufacturing and 
quality control of products. 

CAE as a term was introduced in the early 1960s. The first publication in the field of CAE 
technologies in Scopus was published in 1967, and one of the first publications for CAE technologies 
for engineering applications and industrial production was published in Scopus in the late 1970s [9, 12, 
25]. The most cited papers in Scopus where CAE is mentioned only in the ”titles of the papers” were 
reformulated by Zhang et al. in 2003 [14] and by Kwon & Kwon in 2019 [10]. 

Within the Scopus citation database, there are 16.230 publications or shorter NoP (Number of 
Publications) for the phrase “computer-aided engineering” (status on the day 09-30-2024) (Figure 2). 
The maximum NoP for “computer-aided engineering” was in 2005, with 671 publications, and then in 
2013, with 633 publications, etc. (Figure 2). In 2022 and 2023, the NoP for CAE technologies decreased 
compared to the last 30 years, although the development and application of this field in reality did not 
decrease, but on the contrary increased. 

This phenomenon can be explained by the fact that in the “title and abstract of the paper” only the 
names of software systems and tools, as well as the technologies and methods used in the work are 
mentioned instead of the word “computer-aided engineering”. Likewise, the more intensive 
development of digital manufacturing and “Industry 4.0” further condition and ensure the increasing 
application of CAE technologies, which has become an even more important element in the design, 
testing and production of various products. Also, the experts of the SGR (San Global Research) 
company in their report dated 28-11-2023 [26] estimate that the global market of CAE technologies 
was worth 8,4 billion USD in 2022, and predict that it will grow with a value of CAGR (compound 
annual growth rate) of 11,2% between 2023 and 2032. 
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Figure 2: Number of publications (NoP) by year for computer-aided engineering (CAE) in Scopus 

 
For the last 60 years or so, a large number of commercial and free or open source software systems 

and tools for various engineering analyzes have been developed and used for CAE technologies. Also, 
standard software systems for CAD technologies that have modules for CAE can also be used for 
various engineering analyses, such as e.g.: ArchiCAD by Graphisoft, CATIA by Dassault Systems, 
SolidWorks by Dassault Systems, Pro/ENGINEER (now Creo) by PTC etc. 

Also, for the last 60 years or so, a large number of technologies and methods have been developed 
and used within CAE technologies for engineering analysis within the design, simulation and 
production of parts, assemblies and complex products in many scientific fields and industrial branches. 
So the major categories of CAE software systems and tools, for various forms of engineering analysis, 
include the following technologies and methods: Boundary Element Method (BEM) [27]; 
Computational Fluid Dynamics (CFD) [28]; Discrete Element Method or also called Distinct Element 
Method (DEM) [29]; Discontinuity Layout Optimization (DLO) [30]; Finite Difference Method (FDM) 
[31]; Finite Element Method (FEM) or known as Finite Element Analysis (FEA) [32-34]; Finite 
Volume Method (FVM) [35]; Infinite Element Method (IEM) [36]; Multibody Dynamics (MBD) [37]; 
Multidisciplinary Design Optimization (MDO) [38]; Multi-Objective Optimization (MOO) [38]; 
Thermal Analysis (TA) [34]; Topology Optimization (TO) [39]; Virtual Element Method (VEM) [40] 
etc., and as a combination of the mentioned methods. 

Over time, have been developed several types (variants) of CAE technology, such as: 
• CAEBAT (CAE (Computer-Aided Engineering) of Batteries) or (CAE (Computer-Aided 
Engineering) for Electric Drive Vehicle Batteries) [41]; 
• CAED (Computer Aided Engineering Design or Computer Aided Engineering and Design) 
[42-43]; 
• CCAE (Cloud Computer-Aided Engineering) [33]; 
• CCAE (Construction Computer-Aided Engineering) [44]; 
• DCAE (Desktop Computer-Aided Engineering) [45]; 
• ECAE (Electrical Computer-Aided Engineering) [46]; 
• ICAE (Integrated Computer-Aided Engineering) [42, 47-48]; 
• ICAE (Intelligent Computer-Aided Engineering) [49-50]; 
• ICAED (Integrated Computer-Aided Engineering and Design) [42]; 
• MCAE (Mechanical Computer-Aided Engineering) [46, 51]; 
• MCAE (Multidisciplinary Computer-Aided Engineering) [52]; 
• OCAE (Open-Source Computer-Aided Engineering); 
• SaaS-CAE (SaaS (Solver-as-a-Service) with CAE (Computer-Aided Engineering)); 
• SCAE (Structural Computer-Aided Engineering); 
• TCAE (Technological Computer-Aided Engineering); 
• TCAE (Total Computer-Aided Engineering) [53]; 
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• WCAE or WBCAE (Web-Based Computer-Aided Engineering) [33]; 
A large number of systems representing the integration of CAE technologies with other CAx 

technologies have been developed and implemented. The most common examples of such developed 
integrations are: CAD/CAE [54-55], CAE/CAD [55], CAD/CAM/CAE [56-57] etc. 

CAD and CAE are two of the essential technologies to design and develop new products. CAD/CAE 
integration can be directed on CAD technologies or it can be directed on CAE technologies when 
geometric optimization of a product model is required (Figure 3) [55]. Both of these integrations are 
distinct starting points to integrate with either CAD and CAE systems. However, most of the 
contemporary research efforts focus on CAD technologies that integrate CAE. 

 
Figure 3: Integrating CAD and CAE: a) Simplified directed on CAD technologies for integrating CAD 
into CAE; b) Simplified directed on CAE technologies for integrating CAE into CAD [55] 
 

CAD, CAD and CAE are the three basic technologies for designing, developing and manufacturing 
new products. In CAD/CAM/CAE integration, most current research efforts focus on CAD/CAM 
technologies that integrate CAE [56-57]. 

Integrated CAD/CAM/CAE systems offer a wider array of tools and capabilities compared to 
traditional design methods, empowering organizations to create more intricate and innovative designs. 
By using CAD/CAM/CAE advanced technologies, companies can create innovative and complex 
products while securing a competitive advantage. Also, CAD/CAM/CAE systems provide multiple 
benefits such as costs reduction, enhanced productivity, improved product quality and greater 
responsiveness to market demands in an industrial environment [57]. 

4. Conclusions 

Contemporary design, simulation, testing, manufacturing and quality control of new products is 
unthinkable without computer-aided technologies or computer-aided everything (CAx) and related 
technologies. For the field of engineering, these are: CAD, CADD, CAM, CAE, CAPP, CAQ, CAR, 
CARE, CAS, CASE, CAT, CIM, PLM, etc. A large number of commercial and open source software 
systems and tools have been developed for all types of CAx technologies to solve engineering problems 
in various scientific fields and industrial sectors. For design and develop new products two essential 
technologies are CAD and CAE. For designing, developing and manufacturing new products three basic 
technologies are CAD, CAM and CAE. 

Several different types have been developed CAE technologies (CCAE, DCAE, ECAE, ICAE, 
MCAE, OCAE, SaaS-CAE, SCAE, TCAE, WCAE or WBCAE etc.) and several different forms of 
integration of CAE technologies with other similar CAx technologies, of which the most commonly 
used are: CAD/CAE, CAE/CAD, CAD/CAM/CAE, etc. 

CAE technologies are also current in the field of publications, so within the Scopus citation database 
for the phrase "computer-aided engineering" 16.230 NoPs are available (status on the day 30-09-2024). 

The global market of CAE technology was valued at USD 8,4 billion in 2022 based on a report by 
SGR, and is predicted to be worth approximately 12 billion USD in 2026. 
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Abstract: 
This paper explores theoretical aspects of communication challenges in agile meetings, which 

are critical to agile project management. By analyzing existing literature on communication 

dynamics, meeting effectiveness, and the unique challenges of virtual environments, this 

study aims to identify key communication issues and propose theoretical solutions to enhance 

meeting productivity and team cohesion. The descriptions and consequences of the most 

important communication challenges in agile meetings that impede collaboration and 

cooperation are listed in the literature. The results indicate the importance of solving 

communication problems in agile meetings. The paper also suggests solutions for improving 

communication in agile meetings. 

Keywords: 
Communication, challenges, agile, meetings 

1. Introduction 

Agile methodologies prioritize frequent and structured meetings to facilitate continuous 

improvement and collaboration among team members. However, communication challenges can 

significantly impact the effectiveness of these meetings.  

Communication in agile meetings plays a key role in ensuring the success of teamwork and the 

achievement of project goals [1]. It is essential because it allows team members to regularly share 

information regarding progress, obstacles and next steps [2]. 

Different types of agile meetings are [2]: 

 Daily Stand-up: A short, daily team meeting for members to share what they did the previous 

day, what they plan to do today, and if they encountered any obstacles. 

 Sprint Planning: A meeting at the beginning of each sprint where the team agrees on goals for 

that sprint, prioritizes tasks, and assesses what can be accomplished. 

 Sprint Review: A meeting at the end of a sprint where the team and stake-holders review and 

evaluate what has been accomplished, usually including a demonstration of completed work units. 

 Sprint Retrospective: A meeting at the end of a sprint where the team analyzes what worked 

well, what can be improved, and plans concrete steps to implement improvements. 

 Backlog Refinement: A meeting where backlog tasks are elaborated and coordinated, 

requirements are clarified and prioritization is planned for future sprints. 

 Ad hoc meetings: In addition to standard agile meetings, teams can meet ad hoc to solve urgent 

problems or unplanned situations that require quick intervention. 

Each of these meetings has its own purpose in the agile methodology and contributes to better 

project management and team productivity. This paper investigates common communication 

problems in agile meetings and their implications for team dynamics and productivity. The aim of this 

paper is to show all communication problems in agile meetings, to find out what the consequences are 

and to present potential solutions for them. 
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2. Related work 

In the previous work [3], positive and negative items that affect the success of the project were 

shown, where the focus was placed on reducing job dissatisfaction and motivating team members to 

be even more satisfied. 

The authors argue that frequent and open communication helps in the early identification of 

potential problems, thus enabling timely interventions and fostering a culture of continuous 

improvement [4]. 

The need for open, frequent, and transparent communication is emphasized to respond to 

challenges and ensure the alignment of large teams [5]. 

The book [6] provides an overview of agile methodologies and emphasizes the importance of 

communication in agile teams. It covers best practices for effective communication in various agile 

frameworks, including Scrum and Kanban. 

3. Communication dynamics in agile meetings 

Agile methodologies rely heavily on effective communication to ensure that all team members are 

aligned and can collaborate efficiently [2]. Regular meetings, such as daily stand-ups, sprint planning, 

and retrospectives, are designed to enhance transparency and foster open dialogue [7]. 

Frequent meetings can lead to information overload, where team members struggle to process and 

retain large amounts of information [8]. Not all team members may have equal opportunities to 

contribute, leading to the dominance by a few voices and the marginalization of others [9-11]. 

4. Communication barriers and meeting effectiveness 

Several barriers can impede effective communication in agile meetings, including cultural 

differences, hierarchical dynamics, and unclear communication channels [12]. 

Cultural Barriers mean that teams may face challenges related to different communication styles 

and expectations, potentially leading to misunderstandings and conflicts [13]. Power imbalances 

within the team can discourage open communication and honest feedback, negatively impacting team 

cohesion and decision-making [14]. 

Effective meeting structures are essential for facilitating clear and productive communication. 

Meetings with well-defined agendas, time management, and facilitation practices can help mitigate 

communication barriers [11-12]. 

5. Virtual meetings and communication challenges 

The rise of virtual meetings, especially in the IT (Information Technologies) sector, introduces 

unique communication challenges. The lack of nonverbal cues, increased cognitive load, and 

technological issues can hinder effective communication [17-18]. 

The absence of physical presence in virtual meetings reduces the ability to interpret body language 

and other nonverbal signals, which are crucial for effective communication [19]. 

Virtual meetings require [20]: additional cognitive effort to interpret digital cues and maintain 

attention, leading to "Zoom fatigue" and decreased communication effectiveness.  

6. Discussion  

Agile methodologies rely on effective communication to ensure that all team members are aligned 

and can collaborate effectively [2]. Regular meetings such as daily stand-ups, sprint planning, and 

retrospectives are designed to improve transparency and encourage open dialogue [7]. In discussing 

communication dynamics in agile meetings, key points to consider include the importance of 

communication in agile practices, identification of key challenges such as information overload and 
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unequal participation, barriers to effective communication such as cultural differences and 

hierarchical dynamics, the impact of virtual environments on communication processes, theoretical 

and practical implications of your findings, as well as future research directions. Together, these 

aspects provide a deeper understanding of how communication affects the effectiveness of agile teams 

and offer guidelines for improving practices in agile project management. 

Information overload is a common problem, where team members may have difficulty processing 

large amounts of information during frequent meetings [8]. 

Also, unequal participation can result in the dominance of certain voices and the marginalization 

of other team members [9-11]. 

In agile meetings, barriers to effective communication include cultural differences, hierarchical 

dynamics, and unclear communication channels [12]. The structure of meetings with clearly defined 

agendas, time management and effective facilitation is also important in order to overcome these 

barriers [15-16]. 

In the context of virtual environments, challenges such as a lack of nonverbal cues, increased 

cognitive effort, and technological problems can significantly impede effective communication [17-

18]. Using visual aids, collaborative tools, and regular breaks can be key to improving communication 

in virtual meetings [18], [20]. 

In Table 1 are listed descriptions and consequences of the most important communication 

challenges in Agile Meetings which impede collaboration and cooperation, with referencing sources. 

 

Table 1: 
Communication Challenges in Agile Meetings: Descriptions and Consequences 

Communication 

Problem 
Description Consequences References 

Information 

Overload 

Frequent meetings lead to 

excessive information intake. 

Reduced ability to focus, 

increased stress, 

information overload. 

[8]  

Unequal 

Participation 

Discussions dominated by 

some members, while others 

contribute less. 

Marginalization of less 

active members, lack of 

diversity in ideas. 

[9-11] 

Cultural 

Differences 

Cultural diversity affects 

communication sty-les and 

message interpretation. 

Misunderstandings, 

conflicts, reduced team 

efficiency. 

[12] 

Hierarchical 

Dynamics 

Hierarchical structures inhibit 

open idea exchange and 

communication. 

Lack of honest feedback, 

limitation of innovative 

solutions. 

[15-16] 

Lack of 

Nonverbal Cues 

Virtual meetings lack 

nonverbal signals 

interpretation. 

Reduced ability to 

understand tones and 

emotional nuances. 

[17-18] 

Increased 

Cognitive Load 

Virtual environments require 

additional effort to process 

information. 

"Zoom fatigue," decreased 

concentration, lower 

efficiency in long meetings. 

[18],  

[20-11] 

Technological 

Issues 

Technology problems 

(connectivity, applications) 

disrupt communication. 

Communication 

breakdowns, loss of 

important information, 

participant frustration. 

[17-18] 
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7. Research implications 

Understanding communication challenges in agile meetings illuminates key aspects of teamwork 

effectiveness and provides a basis for practical and theoretical implications that can improve meeting 

management strategies. 

7.1. Practical Implications 

 Enhancing Meeting Effectiveness: Understanding communication challenges in agile meetings 

can lead to the development of better strategies for meeting management. For instance, 

establishing clear agendas and ensuring equitable participation can make meetings more efficient 

and reduce cognitive fatigue among team members [15-16], [9-11]. This insight can guide 

managers in structuring meetings to maximize productivity and engagement. 

 Improving Virtual Communication: Given the increasing prevalence of virtual meetings in the IT 

sector, identifying the unique challenges of these settings is crucial. The insights from this study 

suggest that incorporating visual aids and scheduling regular breaks can mitigate the effects of 

"Zoom fatigue" and enhance communication effectiveness [18], [21]. This can inform best 

practices for remote team management and improve overall team performance. 

 Addressing Cultural and Hierarchical Barriers: The findings highlight the importance of 

addressing cultural and hierarchical barriers to communication. By promoting psychological safety 

and fostering an inclusive environment, teams can enhance open dialogue and collaboration [14], 

[12]. This can be particularly beneficial in diverse and multinational teams, where cultural 

differences may pose significant communication challenges. 

7.2. Theoretical Implications 

This research aims to find important communication challenges in agile meetings as well as to 

propose potential solutions. This study contributes to the body of knowledge on agile methodologies 

by providing a detailed examination of communication issues in agile meetings. It extends existing 

theories on meeting effectiveness and cognitive load by applying them to the agile context [2], [22]. 

Future research can build on these findings to explore other aspects of agile practices and their impact 

on team dynamics. 

8. Solution review for improving communication in agile meetings 

Several solutions have been proposed to improve communication in agile meetings: clear and 

detailed agendas to ensure focused discussion and efficient time management; facilitation techniques 

that encourage equal participation of all team members; cultural awareness training to reduce 

misunderstandings and conflicts; promoting psychological safety for open dialogue and building trust; 

using visual tools in virtual meetings for better understanding and engagement; and regular breaks 

during extended virtual meetings to reduce cognitive load and fatigue.  

Suggested solutions to reduce communication problems in agile meetings include:  

 Introducing clearly defined agendas: Establishing detailed agendas for each meeting to ensure 

focused discussion and efficient time management [9]. 

 Encouraging equal participation: Use of facilitation techniques that encourage equal participation 

of all team members, thereby ensuring that all perspectives are heard and valued [15-16].  

 Cultural Awareness Training: Educating teams about cultural differences in communication to 

reduce misunderstandings and conflicts [13]. 

 Creating an inclusive environment [14]: Promoting psychological safety within teams to 

encourage open dialogue and build trust. 

 Using visual aids in virtual meetings: Integrating visual tools and collaborative platforms to 

facilitate understanding and engagement in virtual meetings [18]. 
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 Frequent breaks during virtual meetings: Regularly include breaks during extended virtual 

meetings to reduce cognitive strain and fatigue [22]. 

A Company can derive/ build the Corporate Communication Strategy and offer it as a service to a 

customer company. An example of good practice is [23]. Services may include [23]: stakeholder 

communication planning; crisis communication management; thought leadership and content 

marketing; internal communication and change management. 

Proposed solutions and description of solutions are presented in Table 2. 

 

Table 2: 
Solutions for Improving Communication in Agile Meetings  

Solution Description Source 

Clearly Defined 

Agendas 

Establishing detailed agendas for each meeting to ensure 

focused discussion and efficient time management. 

[9] 

Encouraging Equal 

Participation 

Use of facilitation techniques that encourage equal 

participation of all team members, thereby ensuring that all 

perspectives are heard and valued. 

[15-16] 

Cultural Awareness 

Training 

Educating teams about cultural differences in 

communication to reduce misunderstandings and conflicts. 

[13] 

Creating an Inclusive 

Environment 

Promoting psychological safety within teams to encourage 

open dialogue and build trust. 

[14] 

Using Visual Aids in 

Virtual Meetings 

Integrating visual tools and collaborative platforms to 

facilitate understanding and engagement in virtual 

meetings. 

[18] 

Frequent Breaks 

During Virtual 

Meetings 

Regularly including breaks during extended virtual 

meetings to reduce cognitive strain and fatigue. 

[22] 

9. Conclusions 

Effective communication is crucial for the success of agile meetings. By understanding and 

addressing the common communication challenges identified in this paper, agile teams can improve 

meeting effectiveness, enhance team cohesion, and boost overall productivity. 

In this paper communication barriers and the efficiency of the meeting are presented. Then virtual 

meetings related to communication were analyzed in detail. Also, descriptions and consequences of 

the most important communication challenges in agile meetings have been listed. This paper identifies 

key communication problems in agile meetings and their consequences. Information overload leads to 

reduced ability to focus and increased stress, while unequal participation results in less activity among 

team members and less diversity of ideas. Cultural differences cause misunderstandings and conflicts, 

and hierarchical dynamics limit the open exchange of ideas and innovation. The lack of non-verbal 

signals in virtual meetings makes it difficult to understand tones and emotions, while the increased 

cognitive load causes fatigue and reduced efficiency. Ultimately, technological problems lead to 

communication breakdowns and frustration among participants. Moreover, specific solutions to 

improve communication in agile meeting scenarios have been discussed. The paper proposes many 

solutions for improving communications in agile meetings. Introducing detailed agendas for each 

meeting allows for focused discussion and efficient time management. The use of facilitation 

techniques encourages the equal participation of all members, ensuring that all perspectives are heard 

and valued. Education about cultural differences helps reduce misunderstandings and conflicts in 

multicultural teams while promoting psychological safety encouraging open dialogue and building 
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trust. The integration of visual tools and collaborative platforms improves understanding and 

engagement in virtual meetings, and regular breaks during long virtual meetings reduce workload and 

fatigue. 

In the future, an empirical survey of IT experts will be conducted in order to discover more 

problems that may arise during communication in agile meetings. A software tool will be created that 

can be used to facilitate communication in meetings. 
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Abstract: 
This paper explores the potential of GPT-4o for use in solving statics problems through the 
analysis of static structures, specifically simple beam, based on uploaded images. By 
leveraging image recognition technologies, GPT-4o can identify and interpret key elements 
of static systems, such as forces, moments, supports, and loads, and apply fundamental 
principles, like force and moment equilibrium. Its application in education is promising, 
allowing students to efficiently comprehend basic structural analyses without manual 
calculation. Similarly, in engineering practice, it could serve as a tool for preliminary 
analyses of simpler systems. This study aims to evaluate GPT-4o’s practicality, reliability, 
and potential in the educational process. Results show that while GPT-4o successfully 
identifies loads and analyzes structures using basic statics principles, limitations exist, 
particularly in its ability to interpret results accurately. 
 
 
Keywords: 
artificial intelligence, GPT-4o, statics beams, image recognition, engineering education, 
educational tool. 

1. Introduction 

GPT-4o has the potential to be used in various engineering fields, including, among others, solving 
statics problems, including the analysis of static structures, based on an uploaded image or diagram. 
GPT-4 can utilize technologies for recognizing and understanding visual data to interpret solutions for 
static structures, such as beam supports, cantilever beams, or frames. Uploaded images can contain 
sketches with forces, moments, supports, and loads, and the software can identify these elements and 
their role in the system. Based on the uploaded image, AI can theoretically analyze a static system 
using the basic principles of statics, such as the equilibrium of forces and moments. In the case of 
beam supports, this means identifying the forces acting on the beam and calculating support reactions, 
bending moments, shear forces, and potential displacements. Although GPT-4o can interpret basic 
tasks in statics, there are currently limitations in these analyses, which will be discussed further in this 
paper. 

One of the greatest potentials of this technology could be its use in the educational process, where 
students can quickly gain insights into basic analyses of static structures without the need for manual 
calculations. Additionally, in engineering practice, it could be used for rapid, preliminary analysis of 
simpler systems before the task is handed over to specialized software. 

The idea presented in this paper is to test GPT-4o in solving simple statics problems related to 
beam supports, and later, more complex problems as well. The aim was to determine how practical 
this new capability offered by the software is, how reliable the results are, and whether it could be 
used in the educational process to assist students in solving problems or verifying results obtained 
through calculations. The results show that the software effectively demonstrates the problem-solving 
process, correctly identifies the loads acting on the structure, and analyzes the static system using the 
basic principles of statics—equilibrium of forces and moments. However, it is unfortunately not 
entirely reliable in all aspects of further analysis, particularly in the interpretation of results. 
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Artificial intelligence and GPT-4o 

Artificial intelligence (AI) focuses on those aspects of human creativity that are related to 
intellectual work." Artificial intelligence (AI) is technology that enables computers and machines to 
simulate human learning, comprehension, problem solving, decision making, creativity and 
autonomy", [1]. 

The development of artificial intelligence can be understood through a series of concepts that have 
emerged from one another over the past decades. This is illustrated in Figure 1. 

 
Figure 1: Series of nested or derivative concepts that have emerged over more than 70 years, [1] 

 
Some of the advantages offered by AI include the automation of repetitive tasks, fast data 

processing, and decision-making with fewer human errors. We decided to use a model named GPT-4o 
because it allows for an image as input and produces text that presents formulas in a suitable LaTeX 
format. It represents an enhancement of the GPT-4 model. "GPT-4o (“o” for “omni”) is our most 
advanced model. It is multimodal (accepting text or image inputs and outputting text), and it has the 
same high intelligence as GPT-4 Turbo but is much more efficient—it generates text 2x faster and is 
50% cheaper." [2] 

Research with models similar to ours exists, but only in recent times, as OpenAI launched 
ChatGPT 3.5 in late November 2022, which garnered significant attention from the general public. 
One of examination involves a manually crafted exam encompassing 126 multiple-choice questions, 
spanning various aspects of mechanics courses, including Fluid Mechanics, Mechanical Vibration, 
Engineering Statics and Dynamics, Mechanics of Materials, Theory of Elasticity, and Continuum 
Mechanics, [3]. This research has shown that LLM perform well when it comes to deductive 
reasoning, especially when the principles of prompt engineering are applied. 

Some reviews focus on ChatGPT’s performance on STEM-related exams and datasets. While 
methodologies, the version of ChatGPT used (i.e., GPT-4, GPT-3, ChatGPT, etc.), and the decision to 
use prompt engineering to improve performance vary among these studies, the results provide 
valuable insight on ChatGPT’s strengths and weaknesses, [4]. The conclusion is that all models make 
arithmetic errors as well as unit errors, but they present these incorrect results with considerable 
confidence. It has been shown that anyone using ChatGPT to solve engineering problems must be 
prepared to verify the accuracy of the results. The advantage is that ChatGPT offers the ability to ask 
follow-up questions, although it should be emphasized that even using prompt engineering does not 
guarantee a correct answer. 
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Some authors have experience in connecting AI with other engineering fields. One example of this 
is work on tasks in the field of hydrodynamics [5]. Another application has been in the area of air 
quality management [6, 7]. 

2. Experiment with the application of GPT-4o in solving static beams 

The idea was to investigate how GPT-4o can be applied to solving tasks in statics. To start, a 
simple example of a beam subjected to a vertical force, as shown in Figure 2. This simple task, 
formulated as follows: For the beam in the Figure 2, determine the maximum value of the bending 
moment and the location where it acts. The value of F = 2 kN. 

 
Figure 2: The example of a beam subjected to a vertical force, [8] 

 
The task solution obtained through classical calculation: 

 
∑ 𝑦𝑖 = 𝐹𝐴 − 𝐹 + 𝐹𝐵 = 0, (1) 

∑ 𝑀𝐴 = 𝐹𝐵 ⋅ 4 − 𝐹 ⋅ 1 − 𝑀 = 0,  
 

(2) 

𝐹𝐵 =
𝐹 ⋅ 1 + 𝑀

4
=

2 ⋅ 1 + 2

4
= 1 𝑘𝑁, 

(3) 

𝐹𝐴 = 𝐹 − 𝐹𝐵 = 2 − 1 = 1 𝑘𝑁, 
(4) 

 
The resulting diagrams of transverse forces and bending moments obtained from the classical 

calculations are presented in Figure 3. The value of the maximum bending moment, as M = 3 kNm, 
acting at point C, is clearly indicated on diagram Ms. The maximum value of the bending moment 
was indeed the main question for GPT-4o. 

 
GPT-4o outputs results in LaTeX format, which can be challenging to interpret. To facilitate a 

more accessible representation of mathematical expressions, a converter [9] can be employed to 
transform these formulas into a more readable format. For improved clarity, a tabular overview will 
be provided (Table 1), with the left column containing the original GPT-4o solution, and the right 
column displaying the corresponding expression processed through the converter. In the third column, 
it is indicated which answers GPT provided as correct and which ones were not. 

GPT-4o provides the answer as following: 
User: For the beam in the picture, determine the maximum value of the bending moment and the 

location where it acts. The value of F = 2 kN. for uploaded image, on 
https://i.imgur.com/L2fvLrW.jpeg.  

Assistant: To determine the maximum bending moment and its location for the given beam, follow 
these steps: 
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Figure 3: The resulting diagrams of transverse forces and bending moments, [8] 

 
Table 1: 
A tabular overview with the left column containing the original GPT-4o solution, the middle column 
displaying the corresponding expression processed through the converter and the right column 
shows answer status. 

GPT-4o outputs Corresponding expression processed 
through the converter 

Answer status 

### Step 1: Calculate the reactions 
at the supports 

- - 

1. **Sum of vertical forces is 
zero:** 

   \( \Sigma F_y = 0 \) 
   \( F_A + F_B - F = 0 \) 

Sum of vertical forces is zero:  
Σ Fy  = 0  FA  +  FB  −  F  =  0  correct 

2. **Sum of moments about point 
A is zero:** 

   \( \Sigma M_A = 0 \) 

Sum of moments about point A is 
zero: 

ΣMA = 0 
correct 

   \( F_B \times 4 \text{m} - F FB × 4m − F × 2m = 0  

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

344



\times 2 \text{m} = 0 \) 
 
Since \( F = 2 \text{kN} \), 
   \( 4F_B - 4 = 0 \) 
   \( F_B = 1 \text{kN} \) 

 
Since 

𝐹 = 2kN, 4𝐹𝐵 − 4 = 0 
𝐹𝐵 = 1kN 

 
3. **Using vertical force 

equilibrium:** 
   \( F_A + F_B - 2 = 0 \) 
   \( F_A + 1 - 2 = 0 \) 
   \( F_A = 1 \text{kN} \) 

Using vertical force equilibrium: 
𝐹𝐴 + 𝐹𝐵 − 2 = 0 

𝐹𝐴 + 1 − 2 = 0 

𝐹𝐴 = 1kN 

correct 

### Step 2: Calculate the bending 
moment at key points. - - 

#### Bending Moment at Point A: 
\( M_A = 0 \)(since the beam is pinned 
at A). 

Bending Moment at Point A:    
MA = 0 

(since the beam is pinned at A). 
correct 

#### Bending Moment at Point C: 
Consider the beam section between 

A and C (left to right). 
   \[ M_B = F_A \times 4\text{m} - 

F \times 2 \text{m}\] 

#### Bending Moment at Point C: 
Consider the beam section between A 

and C (left to right). 
MB = FA × 4m − F × 2m 

correct 

\[ M_B = 1 \text{kN} \times 4 
\text{m} - 2 \text{kN} \times 2 
\text{m} = 4 \text{kN}\cdot\text{m} - 
4 \text{kN}\cdot\text{m} = 0 \] 

MB = 1kN × 4 − 2kN × 2m = 
= 4kN ⋅ m  − 4kN ⋅ m = 0 correct 

### Step 3: Analyze intervals and 
draw the bending moment diagram. - - 

- From A to C (0 m to 1 m): 
  \( M(x) = 1 \text{kN}\cdot x \) 
This linearly increases from \( 0 

\text{kN}\cdot\text{m} \) at \( x = 0 \) 
to \( 1 \text{kN}\cdot\text{m}\) at \( x 
= 1 \text{m} \). 

- From A to C (0 m to 1 m):‚ 
M(x) = 1kN ⋅ x 

This linearly increases from 
0kN ⋅ m at x = 0 

To   
1kN ⋅ m at x = 1m 

correct 

- From C to B (1 m to 4 m): 
\( M(x) = M_C = 1 

\text{kN}\cdot\text{m}\) 
 
The bending moment remains 

constant at  
\(1\text{kN}\cdot\text{m}\)  

in this interval 

- From C to B (1 m to 4 m): 
M(x) = MC = 1kN ⋅ m  
 

The bending moment remains 
constant at  1kN ⋅ m  in this interval incorrect 

### Step 4: Identify the maximum 
bending moment. - - 

The maximum bending moment is 
\( 1 \text{kN}\cdot\text{m} \), and it 
occurs at point C. 

The maximum bending moment is 
1kN ⋅ m 

and it occurs at point C. 
 

incorrect 

### Conclusion: - - 
**Maximum Bending Moment:** 

\( 1 \text{kN}\cdot\text{m} \) \ 
Maximum Bending Moment: 

1kN ⋅ m incorrect 

**Location of Maximum Bending 
Moment:** \( 1 \text{m} \) from point 
A (at point C). 

Location of Maximum Bending 
Moment: 

(1m) from point A (at point C). 
correct 
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As we can see in the presented table, GPT-4o applies the correct equilibrium conditions and writes 
accurate equations for the balance of all transverse forces and bending moments. As a result, it 
produces correct support reactions. However, later on, when it needed to determine the maximum 
value of the bending moment and the location where it acts on the beam, it provided the correct 
answer for only one of the two; namely, that the maximum bending moment occurs at point C, while 
it made an error in its value. 

3. Conclusion 

The results obtained using GPT-4o show that when it comes to solving static beams, specifically 
determining characteristic static quantities in beam structures, we still cannot fully rely on the results. 
This holds true even for simple beam structures with basic loads, as demonstrated in the paper. 
Although GPT-4o provides the capability to solve a task based only on an uploaded image and the 
formulated question, which is a significant innovation, it is clear that this technology still needs 
further development to achieve greater reliability of results. On the other hand, we must emphasize 
that it is a major advancement that such a possibility exists to obtain a solution to a task simply from 
an uploaded image, opening entirely new perspectives. This indicates that development will continue 
toward further enhancement, and that these shortcomings will be addressed in the near future, 
representing a huge leap for the application of AI in the engineering world as well as in the 
educational process. 
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Abstract: 
Business Intelligence (BI) represents the assemblage of several related stages, each of which 
works independently to process the required elements ensuring meaningful visual insights. 
Taking into account the specifics of each layer, we would consider a fully followable structure 
which can be applicable to every data-driven practices regardless of the business size or 
connection of the used tools. In addition to the described BI process essence, we will suggest 
enhancement steps in every level of it by the help Artificial Intelligence (AI). Furthermore, we 
will expand an already formed Five-layered architecture by adding an extra point, where the 
end user can actually participate in forming a new knowledge using the possibilities of Natural 
Language Processing (NLP) as subfield of AI. 
 
Keywords: 
Business Intelligence, Artificial Intelligence, NLP application 

1. Introduction 

In recent decades businesses increasingly use a variety of software technologies for supporting their 
daily activities. These tools generate considerable amount of data which is coming from different 
sources, for instance operational procedures, finance transactions, customer interactions and others. As 
a result of this abundance, organizations are looking for decision-making strategies which are based 
simultaneously on past and current corporate information. In addition, they are trying to find the best 
solutions for administering these diverse types to provide some future insights and better understanding 
of the enterprise behavior. The high level of automation, connectivity and digitization produces 
enormous volumes of unstructured and structured data sets on a daily basis and it is impossible to obtain 
true value and sustainability without converting them into useful knowledge. It is essential to analyze 
and access such huge amounts of data to design certain plans, forecasting sales and demands, supply 
chain management, fast merchandising, and others, to compete with challenges in the business world 
[1, 2]. Precisely for this reason, the application of the Business Intelligence sphere is becoming more 
and more necessary. The term Business Intelligence (BI) refers to technologies, applications and 
practices for collection, integration, analysis, and visualization of business information across 
enterprises and organizations [3]. There are plenty of micro services that can be as well integrated in 
order to have an adequately driven BI algorithm flow. 

To understand what the core structure of an enterprise Business Intelligence architecture is, we need 
to specify how it is divided by. In the scientific article titled “A Five-Layered Business Intelligence 
Architecture”, the BI process is split into five segments with actions that need to be taken into account 
regardless of the database size [4], i.e. the metadata storage layer, the resource’ one, the ETL 
(abbreviation of Extract, Transform, Load) steps, the stage of storing the information in an appropriate 
way and the last presentation one where the actual visual insights took place. Following their specifics 
and using the corresponding dependencies, the development of a meaningful data report will be 
guaranteed. 

Although the abbreviation of AI also contains Intelligence, this topic is completely distinct from BI. 
Artificial Intelligence is a rapidly expanding field with the potential to revolutionize the way we live 
and work [5]. It relates to the ability of algorithms to clone human intelligence and perform tasks that 
are typically valid for human intelligence, such as learning, problem-solving, decision-making, and 
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natural language understanding. Data plays a crucial role in the concepts of the AI, as it provides the 
mentioned actions over time. Training an AI model demands a significant amount of information so the 
model can identify patterns, make accurate predictions, and continuously improve. 

Using the key aspects of both spheres, modern business can receive full potential of predictive 
analytics which in real time can supply new knowledge. In order to define the actual working flow for 
the formed relation between the BI and AI, we will specify the necessity of acting in accordance with 
six-layered architecture for bringing a full capacity of data reporting for a certain enterprise.  

2. Six-Layered BI Architecture  

In this section we will suggest a six-layered BI architecture (SLA) and each of them will be covered 
in case of performing independently and simultaneously with the AI applied because of the business 
essence complexity and the respective approach.  

2.1. Metadata Storage Layer 

Metadata incorporates the information with more context or meaningful relevance. In consequence 
of it, we can define database sizes, data types, sources relations, duplications and other. In this layer we 
are operating on extremely unstructured level to process the semantic meaning of an individual piece 
of data and attributes that determine how the data is used or created [6]. This category controls naming, 
matching and parsing protocols, default values or their limitations. Semantic metadata assists tasks and 
rules for the collection and analysis of incoming data, which contribute structures and relations for the 
next phases. 

The aim of metadata application can be divided into several contexts, such as [7]: 
• Supplementary context: The metadata gives an explanation or the stored unstructured 
information. It depicts the source of the data’s origin (where it came from) or its base format (how 
it is structured if such is recorded). 
• Logical structures: Metadata streamlines how certain collection of data is organized and defines 
the connections between data elements, the existing dependencies and their hierarchy within the 
larger dataset. This narrative breakdown allows a logical and well-organized data structure, which 
makes the further actions more efficient. 
• Access control: By providing information about user roles, data sensitivity levels, and other 
attributes relevant to access control, it is required to manage the access data permission although the 
information is not yet well structured.  
• Streamlined compliance: The level of metadata can be depicted as a translator stage, where it 
can enable consistent data-handling practices across various systems. This can minimize errors and 
inconsistencies that could lead to compliance issues. 
In addition to the corresponding context, this layer can be split into three segments which influence 

the correctness of the used tools, i.e. it can be specified as descriptive, structural and administrative. 
The first one encompasses essential features about the data resources taking into account its content, 
context, and characteristics. The second one addresses the hierarchical relationships between 
components, enabling productive data exploration and analysis. The last gives more details about 
maintaining data integrity and compliance across sectors. 

Extracting metadata in a standardized way is effective for further engineering support for AI 
development [8] because it facilitates large-scale analysis and instruments in research and practice that 
manage multiple varying models. The existing AI concepts are diverse and that is why every AI 
application of this stage begins with establishing a metadata schema to outline these models and where 
they come from. As an example of the model metadata schema overview the impact of the formed 
model into layer essence is considered. The typical metrics which can be extracted here like name, tags, 
domains, references and so on are expanded by training algorithms. Following the concept, proposed 
by J. Tsay, A. Braz, M. Hirzel, et al, informative shards can be prepared for the stage of resource 
classification where if it is necessary a further action for their descriptive analysis will be done.  
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2.2. Resource Layer 

The resource layer refers to descriptive analysis of the organizational data sources. For each 
company, there will be more than one type. Precisely for this reason, the level of the SLA has been 
separated and it illustrates the division of two key segments. Bear in mind the first one, the sources can 
be classified as primary data elements. They involve only raw and unstructured forms of information. 
Mainly this type requires additional steps for categorization, typification and normalization. After the 
base phase of the metadata has proceeded, for the stage of working with primary fields, the developer 
should use methodologies to create relationships. Through them, the sources can move to the operations 
for classification, becoming secondary data elements, while the other main one covers the already 
known base structure of the resources. At least the root environment can be specified. Since every 
business operates with a variety of tools, the topic can be split into two divisions: local and external. It 
is important to define where the data is coming from since for every secondary level section, individual 
approaches are essential. 

As a result of AI applications, we can partially add three improvements. Using the machine learning 
algorithms, we can try to automate the discoveries. That approach will analyze many network resources 
with the same behavior and thus will identify new ones automatically. Furthermore, there are plenty of 
ready-based ML models for assessing their quality. They test the structure consistency of the database 
and validate every record origin individually from the global perspective. By these actions, the 
duplicates and anomalies can be found. Applying extra models for data training, significant patterns, 
trends and dependencies not visible in traditional analysis can be found in the stage of SLA. 

2.3. ETL Process Layer 

The definition of ETL covers operations for extracting, transforming and loading data which is firstly 
accessed in raw and unstructured type. We should specify individually the three mentioned topics, due 
to the fact that by them BI can support the various data sources which diversify and grow in volume. 

The phase of extraction includes steps for retrieving information from disparate systems such as 
local files and external sources. This is often complicated not only by differences in formats, structures 
and access levels, but also by the need to be handled real-time data streams and services, or cloud-based 
platforms, which require scalable solutions for real-time extraction without manipulating the 
operational systems [9]. There are two types of extraction: 

• full – all the fields from the root system are extracted, no matter of previous types of pulling 
out; 
• incremental – the action is applicable only to the informative elements that have changed since 
last similar cycle. 
In the transformation stage, the data should be normalized and reshaped into proper schemas by 

removing duplicated, managing missing records and ensuring its consistency. Such procedure is crucial 
for the further data analyzation. Except working with the low-level structures, transformation layer 
benefits finding an appropriate aggregation for summarizing detailed information into higher-level one. 
As a result, the performance is improved and advanced analytical tasks are enabled [10]. Usually, data 
from different resources must be combined during the transformation by matching records across many 
datasets based on common keys or attributes that are highlighted in the metadata phase or the resources 
one. Efficient joining algorithms and practices are demanded to manage performance and handle large 
volumes of data for the next stage of ETL methodology.  

The load level involves placing the transformed information into a target system, typically a 
warehouse or directly in a visualization tool. The choice of a loading strategy, which can again be 
divided on incremental or fully up to date, depends on the size of the data and its complexity. Moreover, 
business requirements should be considered. Traditionally, the loading stage was designed for data 
collections methods, where large amounts of records are loaded periodically (daily, weekly, etc.). This 
approach is suitable for environments where real-time updates are not critical. For example, a case study 
can illustrate the monthly salaries in a company, paid on every last Friday of the month. However, in 
industries like e-commerce and finance, where there is a necessity of correction and analyzation in real-
time dynamically, the loading mechanisms have become more prevalent. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

349



With application of AI, the entire ETL process could undergo improvement and optimization. In 
each of the mentioned phases, the AI can take place together with the already formed algorithms. The 
extract and transform steps in ETL, particularly when dealing with unstructured and semi-structured 
data can be enhanced by AI techniques such as Natural Language Processing (NLP), working with 
ready-based models, and advanced parsing algorithms. As an example, we would like to suggest the 
Azure tools, part of the cloud service provider Microsoft Azure, which represent fully understandable 
user interface for operating with transformation and manipulation in order to find relations and 
classifications. User-unique models combine scenarios where the developer can easily identify the 
document type before invoking the respective extraction model [11]. They support many format types 
and can access fields from variety of documents, applying machine learning algorithms.  

Technical sheets are generally represented as PDF documents and introduce product names, 
document titles and subtitles, other information about the products, property information in tabular 
format and the logo of the manufacturers, etc. For extracting text from similar PDF articles with 
complex structures, several open-source tools are available. There are plenty of custom developed 
models for table recognition, invoice components extraction and other which are also applicable to the 
AI usage subject matter.  

2.4. Data Storage Layer 

Data storage section is an essential part of the BI logic where the corresponding extracted, 
transformed and structured data can be appropriately stored. The three main types of data storage, 
namely Data Lake, Data Warehouse and Data Mart, contain distinct aspects. 

Data Warehousing represents a critical architecture in data management perspective, serving as a 
bridge between the comprehensive data analysis and decision support systems. At its core, Data 
Warehousing involves the consolidation of data from various sources into a centralized repository, 
designed to facilitate efficient querying, reporting, and analysis [12]. Its architecture typically has three 
key components: the data fragments layer, the Data Warehouse layer, and the presentation layer. The 
first one consists of heterogeneous data resources as transactional databases, external data feeds, and 
legacy systems, which are integrated into the Data Warehouse through (ETL) operations, mentioned in 
the previous layer. The next one, also known as the data repository, is characterized by its data model, 
which may include star schemas, snowflake or galaxy schemas, intended to support efficient querying 
and analysis. Finally, the presentation layer contributes with tools and interfaces for data retrieval or 
working with the records selections.  

The Data Lake’s architecture, on the other hand, is planned to store large quantities of data in its raw 
form until it is needed for analysis. Unlike traditional Data Warehouses, which require data to be 
structured and transformed upon ingestion, Data Lakes allow the structure to be applied only when the 
data is queried or analyzed. This flexibility gives a significant advantage when dealing with 
heterogeneous or unstructured information shards. Data Lakes, especially those built on cloud 
infrastructure, support real-time analytics by enabling the storing and processing of streaming data. 
That capability is crucial for industries such as e-commerce, where businesses need to respond to 
constantly changing market conditions. In addition, conceptually Data Lake can be split in two key 
segments [13]:  

• Graph-based models, which describe relationship between data and their metadata, illustrated 
in the first layer of the SLA; 
• Data-Vault models, which are responsible for handling the complexity of accessed data, 
collected from different sources.  
By enabling organizations to store data in its raw form, Data Lakes offer greater agility and 

scalability than traditional Data Warehouses, supporting advanced analytics and real-time insights. 
However, to fully realize their benefits, the corporate clients must address challenges related to data 
governance, security, and integration. 

Data Mart, in turn, refers to a Data Warehouse subset, which is created to follow a specific business 
function or department requirements. In contrast to the ideology of Data Warehouse for storing the large 
amount of information, the Data Mart logic follows the centralized scope and there are two divisions 
with respect to the relationships – independent, if the segment of the Data Mart is unassociated with 
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any other for the enterprise, and dependent, if there is a recognizable connection with the rest structures. 
Regardless of the type, it improves business practice by accelerating query responses that work with 
smaller datasets and predict data trends [14]. Additionally, flexible multi-perspective decision-making 
is facilitated.  

If we factor into the AI application, Data Lakes support Machine Learning (ML) operations as they 
provide the raw data necessary for building, training, and testing ML models. The AI-driven features 
prevent Data Lakes from turning into data swamps and enable more intelligent querying and analysis. 
The major impact on the data storage level based on AI application is the automation in AI model 
training and deployment within data warehousing systems, as it directly influences on the efficiency, 
scalability, and effectiveness of data analytics actions [15]. As an example for Microsoft Azure AI tools, 
we can consider the Automated Machine Learning (AutoML). This is a process of identifying 
classification, forecasting, regression tasks for the unstructured business data, specifying the source of 
the labeled training data and configuring the automated machine learning parameters [16], so that we 
can skip several steps of data analyzation while storing, which is illustrated on the Fig. 1. On the left 
side of it we can see three steps for initial processing of the structures, training the data model and data 
flow estimation action. Using the AutoML possibilities we can skip those three and combine them into 
a singular operation, automatically covering their behavior. The approach would bring the same result, 
but in an optimized and AI-driven way. 

 
Figure 1: AutoML process improvement 

2.5. Data Visualization Layer 

One of the final layers in the SLA is the stage of data visualization. It defines the possibilities of a 
well-prepared and stored flow of information to be appropriately represented. The reason for dividing 
it into separate levels is the complexity of building the right report to answer the custom business 
questions. There are plenty of software products that satisfy all the necessities for optimized real-time 
accessed dashboard. Their core structure is split into three sections, such as data model, data 
presentation and report view. In short, they refer to: 

• working with a structured database and manipulating the relationships of its tables, with 
reference to data model; 
• transforming and managing the fields coming from the database, with regards to data 
presentation; 
• adding a variety of informative visualization, synchronized with each other, in respect of the 
report view. 
All of the BI end tools are following an equal algorithm. If we use a specified programming 

language, a field or combination of them from the database, we can add it into a calculation for forming 
a brand new knowledge. These elements can be included as a main definition of every visualization 
provided from a certain software product.  

Of utmost importance is to clarify the visualization meaning. All of them provide a different type of 
purpose, accepted kind of data and context. The effectiveness of a dashboard lies upon its capacity to 
tailor the visual narrative to the corresponding requirements and objectives of its intended audience. By 
selectively filtering and emphasizing key data points, dashboards enable a more focused analysis that 
is aligned with organizational goals or individual project needs. The optimal choice of data visualization 
is determined by the nature of data and its presentation purposes, while most common of them are:  
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• Line Charts – track changes over time. Often the end user needs this type of element when 
he/she wants to see the actual rolling movement of a certain metric through time.  
• Bar Charts and Histograms – compare categories and distributions, which are suitable for group 
of elements that can be analyzed by their amounts in a visually appropriate way. 
• Pie Charts – focus on the percentages of each element segment from the 100% perspective.  
The selection of a certain visual provides the right data summarization and gives the ability to the 
end user to make informative decisions. 

 
Figure 2: Report sample 

Last but not least in this phase data security has been applied from an end user point of view. If we 
look for an example, the Microsoft BI tool Power BI supports a data restriction method called Row-
Level Security (RLS), which works at row level, and in addition, filters within roles can be defined as 
well. In the Power BI service, privileged users to a workspace have access to semantic models in it. 
RLS only controls data access for users with Viewer permissions and provides limited data records 
based on the rules applied [16]. 

In current stage of SLA there is a semi-AI application in the perspective of Q&A visualization 
existence. The end user can retrieve the option to ask a case-formed inner interface in order to receive 
an informative answer.  

2.6. AI Driven Layer 

The final stage of the SLA represents AI as a participant in the operations of new knowledge 
generation. We can consider the impact of the natural language processing as a key approach for the 
layer. In short, NLP refers to the automatic ability of a human language to be recognized and analyzed. 
By the help of instruments for translation, pattern matching, sentiment analysis and voice recognition 
every well-written textual query can be modified into computer functions [17]. There are several NLP 
models which provide the appropriate result of the request given such as text classification, sentiment 
analysis, topic modeling and deep learning. Individually they are responsible for different types of data 
recognition so that the already provided human text or speech can be transformed into meaningful for 
the computer request. NLP methods are the core of the structure for the modern chatbots. By accessing 
the formed modes, they can handle standard tasks such as informing customers about products or 
services, answering their questions, etc. 

Due to the fact that machine learning, as a subset of AI, works with a neural network of information 
from all available resources in the internet and existing relations with their metadata, the NLP 
application consumes huge computing power. The way human language has been interpreted requires 
multiple computer algorithm calculation actions which have an impact on the speed of receiving the 
necessary answer. 

As a visual example of the NLP position in Business Intelligence, the Microsoft product Copilot will 
be specified. It provides deep insight into a certain company’s data. In addition, it improves the 
simplifying business process and automation repetitive tasks [18]. The key advantages of its usage 
highlight three spheres of application, such as better understanding of the established visualization in 
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the report, developing brand new visual element found on textual demand for content and optimizing 
the calculation formula.  

By dint of contextual description, the end user can easily receive a summarization of the global 
metrics in a report page, as it is presented in the Fig. 3. Although the information is not unknown for 
the responsible people, sometimes an additional inference should be made which can be difficult 
because of the only major indicators displayed. This problem can be solved by adding the Copilot 
solution into the environment. It receives the user natural language query, analyzes the already 
presented data and summarizes it in understandable way. From security perspective, the mentioned tool 
does not work beyond the RLS applied.  

 
Figure 3: Copilot application 

The second way of improvement by Copilot implies the real end user involvement in the visual 
generation. A dashboard comprehends limit number of representative elements as a primary structure. 
As we have already remarked, they are synchronized with each other. If the end user has own ideas or 
approaches for data analyzation, which are not in the report, Copilot gives an opportunity to be created 
a component, keeping the textual requirement. These new visualizations can illustrate data for the 
present or forecasting based on ML models which perform with the corresponding informative fields. 
An additional visualization does not enrich the report visual content and it is visible only to its author 
if certain option is selected.  

The third AI-driven approach for using Copilot is the calculation formula enhancement. Through 
adequate user textual query, the tool can generate a fully functional and adaptive syntax for building 
new elements that can be used in the actual structure. The more optimized the computation is, the better 
dashboard performance will be. 

3. Conclusions 

Business Intelligence nowadays is widely applicable for analyzing of every enterprise work process. 
Regardless of the database complexity or company volume, we suggest a BI architecture that contains 
division of six individual layers, such as metadata stage, resource level, ETL operations, storage 
activities, data visualization flow and AI-driven phase, where the end user participate in accessing new 
knowledge through his/her own data by the help of NLP abilities. Although in the past the first five 
layers had been functioned singularly, in the era of the digitalization AI finds its place in all of the six 
levels described. Following the considered structure will provide well designed, real-time accessed data 
report which includes meaningful business inferences, dynamically managed by the responsible user. 
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Abstract: 
The introduction of information technologies into modern living environment has a 
significant impact on traditional social concepts and patterns of behavior both in private life 
and in the state administration system. The modern world cannot be imagined without new 
technologies, since information trends have influenced to all areas of social life in domain of 
the application of Internet and electronic services in all areas of life. The essence of the 
modern information society is reflected precisely through the exchange and use of a large 
amount of information by Internet and information and communication technologies in 
everyday life and business activities. The use of modern technologies defines some new 
technological doctrines such as information security and protection of personal data which 
need to be legally defined and introduced into business system of state authorities. In 
accordance with the importance of modern phenomena and the increase of their role in real 
life the main subject of our research is the legal aspects of personal data protection in 
electronic public administration. Using the example of the Serbian legislature, the paper will 
present the relationship between laws, by-laws and standards regulated by the domain of 
electronic public administration. 
 
Keywords: 
data protection, personal data, information security, electronic government, law, legal 
regulative. 

1. Introduction 

Public administration has undoubtedly come into contact with new technologies and this contact 
has fundamentally influenced the legal nature of public administration, its relationship with citizens 
and its role in modern society. Thanks to modern technologies, public administration changes the 
nature of business and becomes electronic public administration with numerous specificities that this 
change brings as innovative. In the new technological, organizational and certainly procedural 
environment, the state administration performs tasks assigned to that state body more quickly and 
efficiently, achieves better communication with other legal and citizens and its work becomes 
completely transparent. There are numerous examples in most European countries that it not possible 
to communicate with the public administration in traditional paper form, but communication is done 
exclusively in electronic form (Tax administration, Business registers agencies, Geodetics 
authorities). Through the application of new technologies, citizens get an open, transparent, digital 
administration with the possibility of insight into the course of processing of administrative bodies' 
cases and easier access to services through frequent downloads of final documents without the 
traditional and with an electronic seal. In the new digital environment, state administration and 
citizens exchange large amounts of information/data. This generation of a large amount of data 
becomes the basis for state authorities for the development of machine learning and numerous 
elements of the application of artificial intelligence oriented towards the provision of better and faster 
services for legal entities and citizens. New phenomena also bring with them risks for the functioning 
of public administration and society. The use of information and communication technologies opens 
up important questions related to the legal and proper performance of administrative tasks. By 
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increase in the importance of information and data, there are also challenges for security, privacy and 
other rights of citizens. Therefore, new concepts and challenges require adequate and modern 
regulation based on theoretically analyzed points of view followed by practical analysis of such 
phenomena. [1]. 

2. Electronic government  

Two reasons are crucial for the indispensability of e-government for any nation, regardless of its 
development and economic status. First, the use of technological initiatives by governments will 
contribute to their efficiency and competitiveness in the current environment. Second, e- government 
has the potential of enabling democratic governance, promoting democratic practices, and facilitating 
efficient contact between governments and the citizens. Electronic government has been defined as 
“the continuous optimization of service delivery, constituency participation, and governance by 
transforming internal and external relationships through technology, the Internet, and new media” 
(Gartner Group, May 2000). Thus, e-government can be considered through two lenses: the type of 
relationship and the stage of integration. E-government can involve electronic relationships between 
the government and different levels of constituents. Building on the categories suggested previously 
by other writers, we offer a more complete view of the multidimensional relationships between 
governments and the entities with which they interact. Types of E-government are [2]: 

• Government Delivering Services to Individuals (G2IS): In this case the government 
establishes or maintains a direct relationship with citizens in order to deliver a service or benefit. 
This would include the Social Security Administration in its delivery of benefits, for example. It 
can also involve two-way communications as, for example, when individuals request information 
about benefits or the government needs information to process benefits. 
• Government to Individuals as Part of the Political Process (G2IP): This is the relationship 
between the government and its citizens as part of the democratic process. It is perhaps the most 
essential relationship between a government and any entity. Examples include voting online and 
participating in requests for comments online during the regulatory process. 
• Government to Business as a Citizen (G2BC): Although businesses do not vote, and thus the 
relationship between businesses and the government will not look exactly like the G2IP, there are 
still opportunities for businesses to relate to the government in a citizen-like capacity. Providing 
Securities and Exchange Commission filings online and paying taxes online would be examples of 
the relationship between government and businesses in this category. 
• Government to Business in the Marketplace (G2BMKT): Companies receive a number of 
online services from government institutions in order to run their business as efficiently as 
possible. Efficiency was achieved by reducing paperwork, sending/receiving mail and time 
intervals waiting for deadlines for appeals to expire, ... State agencies group their work (most often 
by department, but there are good examples of grouping in an effort to make certain strategic 
projects easier for companies - for example, issuing construction permits) in order to support 
companies in doing better business and paying higher taxes to the state. These platforms can be 
used in other types of eGovernment such as local self-government bodies, which would lead to 
significant savings. 
• Government to Employees (G2E): Online relationships between government agencies and their 
employees face the same requirements as the relationships between businesses and their 
employees. For example, government agencies can use an intranet to provide information to their 
employees and can typically allow some online transactions with their employees if they have the 
proper technological architectures. This relationship should be distinguished from the same 
individual’s relationship under G2IP and G2IS. 
• Government to Government (G2G): Government agencies must often collaborate and/or 
provide services to one another. There are substantial gains from conducting some of these 
transactions online. Government-to-government applications can be performed between federal 
agencies, or between federal, state and local agencies. An example of an inter-governmental level 
e-government application is the National Science Foundation’s request that all proposals for 
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research funding by public academic institutions be submitted by an online application. The 
potential for G2G to benefit the government agencies involved is tremendous.  
 
Electronic government encompasses all government roles and activities, shaped by information 

and communications technologies (ICTs). Going well beyond analogies to e-commerce, it 
encompasses the four domains of governance and public administration: the state’s economic and 
social programs; its relationships with the citizen and the rule of law (e-democracy), its internal 
operations and its relationship with the international environment. E-government builds on three 
evolving forces: technology, management concepts and government itself. It has given rise to several 
phenomena that are redefining the public sector environment, including the International Institute of 
Administrative Sciences. Four aspects of e-government have lasting impacts on public administration: 
citizen-centered service, information as a public resource, new skills and working relationships, and 
accountability and management models. Public administration in all countries requires new thinking 
and leadership to ensure that e-government realizes its full potential [3]. 

From another point of view, eGovernment concept is initiated by the application of information 
technologies, but it is based on the following overlapping values: 

• Improved public services;  
• improved administrative efficiency;  
• Open Government (OG) capabilities;  
• improved ethical behaviour and professionalism; 
• improved trust and confidence in government; and  
• improved social value and well-being.  
These six public value dimensions were thereafter generalized into three overarching and also 

overlapping, public value dimensions of Improved Public Services, Improved Administration, and 
Improved Social Value[4]. 

 
Figure 1: Generalization of the six dimensions of the public value of e-government[4]  

3. Electronic Government regulative 

The Law on Electronic Government defines the terms protection of personal data and information 
security, which makes eGovernment the based on the Law on Protection of Personal Data and the 
Law on Information Security, which in the domain of international and national standards are 
followed by standards ISO/IEC 27001 - Information security, cybersecurity and privacy protection - 
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Information security management systems - Requirements, ISO/IEC 27002 - Information security, 
cybersecurity and privacy protection - Information security controls and ISO/IEC 27701 - Security 
techniques - Extension to ISO/IEC 27001 and ISO/IEC 27002 for privacy information management - 
Requirements and guidelines, ISO 20000-1 - Information technology - Service management. 

 

 
Figure 2: Relations of laws and standards according to eGovernment regarding privacy 
 

The Laws related to the Law on Electronic Administration of the Republic of Serbia are: Law on 
Free Access to Information of Public Importance, Law on electronic media, Law on Public Media 
Services, Law on Electronic Document, Electronic Identification and Trust Services in Electronic 
Business, Law on data confidentiality, Law on special powers for effective protection of intellectual 
property rights, Law on Electronic Communications, Law on Information Security, Law on Payment 
Services and Law on the Protection of Personal Data, Law on inspection supervision, Law on tax 
procedure and tax administration, Law on tax procedure and tax administration, Law on the procedure 
for registration in the real estate cadastre and infrastructure cadastre, Law on the Central Population 
Register, Law on enforcement and security, Law on culture, Law on Digital Property, Law on social 
card, Law on the use of renewable energy sources, Law on energy efficiency and rational use of 
energy, Law on Energy, Law on mining and geological research, Law on the seal of state and other 
authorities, Law on electronic document, electronic identification and trusted services in electronic 
business, Law on Business Companies, Law on Agriculture and Rural Development, Law on Patents, 
Law on the registration procedure in the Agency for Economic Registers, Law on Occupational 
Safety and Health, Law on Electronic Communications. 

The Strategies related to the Law on Electronic Administration of the Republic of Serbia in 2024 
are: Personal data protection strategy, Strategy for the development of artificial intelligence in the 
Republic of Serbia, Public administration reform strategy in the Republic of Serbia, Strategy for the 
development of information society and information security in the Republic of Serbia, Digital skills 
development strategy in the Republic of Serbia, Strategy of sustainable urban development of the 
Republic of Serbia, Strategy for improving the position of persons with disabilities in the Republic of 
Serbia, Strategy of prevention and protection against discrimination and others. 

There are a large number of strategies, decrees and regulations that are on legal base linked to the 
Law on the area of Electronic Administration. 

 
Figure 3: Law, technology and organizationrelations 

 
The concept of the law that will regulate electronic administration also required by-laws 

accompanying this law: Regulation on the maintenance and improvement of the State Center for Data 
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Management state bodies web presentation and Storage, Regulation on detailed conditions for the 
creation and maintenance of the, Regulation on the manner of operation of the Open Data Portal, 
Regulation on the way of keeping the Meta data register, the way of approving, suspending and 
canceling access to the service bus of the body and the way of working on the eGovernment Portal, 
Regulation on organizational and technical standards for the maintenance and improvement of the 
Unified Information and Communication Network of electronic administration and the connection of 
authorities to that network, Regulation on further conditions for the establishment of electronic 
administration, Rulebook on the manner in which authorities inspect, obtain, process and transfer, i.e. 
deliver data on facts that are kept in official records from registers in electronic form which are 
necessary for decision-making in administrative proceedings. The mentioned framework of by-laws is 
not enough to fully define the technological framework that is constantly changing and improving. 

It was observed that the Law on Electronic Administration is connected to all departments of state 
bodies, as well as that, apart from the legal domain, it is connected to the technological and 
organizational domain through special laws. Law on Electronic Administration of the Republic of 
Serbia is an example of a law that provides synergy for the functioning of information systems, 
harmonizing the technological domain, which is the initiator of better efficiency and effectiveness the 
state bodies with its organizational discipline and needs. In the practical application of the Law on 
Electronic Administration, it is necessary to continuously review the real basis and functioning of 
information systems based on the Deming cycle: Plan–Do–Check–Act cycle. From everything 
initially analysed and previously partially stated, it is clear that the Law on Electronic Administration 
is the paramount law for the functioning of the entire eGovernment System of a modern democratic 
state based on the rule of the law. The work of state bodies must be defined and regulated, but this is 
in the field of application of the ever-changing field of information technologies that are operationally 
and tactically changed through innovative solutions; it is simply not possible to fully define them in 
the field of legal and by-laws. For the missing part in the technological definition of information 
systems with numerous definitions of the organizational and procedural domain, advanced countries 
rely on ISO standards that have been adopted as international as well as national standards. In the 
domain of law, they often have the dimension of a by-law or rules of profession and science in the 
legal classification of judicial practice. 

4. Data privacy 

The reasons for protecting privacy in public are the same as the reasons for protecting privacy in 
the earlier traditional environment. The enormous availability of data leads to the danger that certain 
data will be misused, especially through the application of the latest technologies that have not yet 
been fully defined by legislation, such as video surveillance or artificial intelligence. [5]. 

Personal data represent a characteristic feature of a specific person. They are used in everyday life 
situations, serving as a means of concretizing and realizing legal relations. However, personal data is 
not only a means of identification. In fact, they represent the appearance of a certain personality in 
legal life, which serve to realize various rights and interests. 

One of the first determinations of personal data in comparative law can be found in the Convention 
on the Protection of Individuals in Relation to Automatic Data Processing, which was adopted by the 
Council of Europe in 1981. This convention provides that personal data is any information relating to 
an identified or identifiable person. In relation to other domestic and foreign regulations, this is the 
broadest definition. Since it was adopted more than 35 years ago, this provision represented a 
pioneering definition of personal data in the legal world, which has not changed much in the years 
that followed. We can say that the mentioned definition was used, in the amended and supplemented 
edition, in later European regulations. 

The EU directive on the protection of individuals with regard to the processing of personal data 
and the free flow of such data from 1995 contained a definition of the concept of personal data. 
Within the framework of the Directive, personal data refers to any information relating to a specific or 
identifiable person, whereby the identifiable person can be identified directly or indirectly, in 
particular by means of an identification number or one or more specific factors related to his physical, 
psychological, economic, cultural or social identity. 
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The basis of this definition was followed by the most important European document in relation to 
data protection, the Regulation on the Protection of Citizens in relation to the processing of personal 
data and free movement of such data (EU General Data Protection Regulation), better known as 
GDPR (abbreviated from General Data Protection Regulation) with the entry into force of which the 
Directive from 1995 was repealed. The general EU regulation defines the concept of personal data by 
stating that it is personal data "all data related to a natural person whose identity is determined or can 
be determined; an identifiable natural person is a person who can be identified directly or indirectly, 
in particular by means of identifiers such as name, identification number, location data, network 
identifier or by means of one or more factors inherent to physical, physiological, genetic, mental, 
economic, cultural or social identity of that natural person". In order for a piece of data to be defined 
as personal data, it must carry a characteristic that refers to a specific natural person/citizen or a 
citizen that can be determined, whereby the information obtained refers to a specific personal and 
unique property of a specific citizen, which is accepted solution from the Directive. Some of the 
personal data that includes the previous definition are: first name, last name, nickname, email address, 
address and postal code, business address or location, citizenship, data from birth register sources, 
passports, identity cards or travel documents, physical features (hair color, eye color), physiological 
features (data from health records), cultural identity (membership in cultural organizations), social 
identity (social media profiles), social security number, audio recordings, video recordings, 
photographs, phone numbers, data o location, site search history, digital signature, etc. The definition 
of the EU General Regulation is identical to the definition of personal data from the Personal Data 
Protection Act of Serbia [6]. 

In the area of personal data protection, special attention should be paid to the Law on Electronic 
Administration, which applies to activities in the domain: „Establishing and maintaining registers and 
records in electronic form, Protection of data and documents during their acquisition and 
transmission, Establishing and maintaining a register Meta data, Software solution, Payment on the 
eGovernment Portal, Conditions for establishing electronic administration, Conditions for obtaining 
and providing data and electronic documents and Certificate of electronic delivery refer to the 
Personal Data Protection Act“. The procedural framework for defining and implementing data privacy 
in countries of European provenance is the corresponding Law on the Protection of Personal Data (in 
European countries adopted on the model of the General Data Protection Regulation (GDPR) from 
2016) and the international and national standard ISO/IEC 27701 Security techniques - Extension to 
ISO/IEC 27001 and ISO/IEC 27002 for privacy information management - Requirements and 
guidelines. The Law on the Protection of Personal Data protects all personal data except for the data 
of competent authorities for the purposes of preventing, investigating and detecting criminal offenses, 
prosecuting perpetrators of criminal offenses or enforcing criminal sanctions, including prevention 
and protection against threats to public and national security, as well as the free flow of such data. 

There is a growing understanding that innovation, creativity and competitiveness must be 
approached from a “design-thinking” perspective. Privacy must be approached from the same design-
thinking perspective. Privacy must be incorporated into networked data systems and technologies, by 
default. Privacy must become integral to organizational priorities, project objectives, design processes 
and planning operations. Privacy must be embedded into every standard, protocol and process. The 7 
Foundational Principles of Privacy by Design are [7]: 

1. Proactive not Reactive. Preventative not Remedial. The Privacy by Design approach is 
characterized by proactive rather than reactive measures. It anticipates and prevents privacy 
invasive events before they happen. Privacy by Design does not wait for privacy risks to 
materialize, nor does it offer remedies for resolving privacy infractions once they have occurred - 
it aims to prevent them from occurring. In short, Privacy by Design comes before-the-fact, not 
after. 
2. Privacy as the Default. We can all be certain of one thing - the default rules! Privacy by Design 
seeks to deliver the maximum degree of privacy by ensuring that personal data are automatically 
protected in any given IT system or business practice. If an individual does nothing, their privacy 
still remains intact. No action is required on the part of the individual to protect their privacy - it is 
built into the system, by default. 
3. Privacy Embedded into Design. Privacy by Design is embedded into the design and 
architecture of IT systems and business practices. It is not bolted on as an add-on, after the fact. 
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The result is that privacy becomes an essential component of the core functionality being 
delivered. Privacy is integral to the system, without diminishing functionality. 
4. Full Functionality - Positive-Sum, not Zero-Sum. Privacy by Design seeks to accommodate 
all legitimate interests and objectives in a positive-sum “win-win” manner, not through a dated, 
zero-sum approach, where unnecessary trade-offs are made. Privacy by Design avoids the pretense 
of false dichotomies, such as privacy vs. security, demonstrating that it is possible to have both. 
5. End-to-End Lifecycle Protection. Privacy by Design, have been embedded into the system 
prior to the first element of information being collected, extends securely throughout the entire 
lifecycle of the data involved, from start to finish. This ensures that at the end of the process, all 
data are securely destroyed, in a appropriate period. Privacy by Design ensures lifecycle 
management of information, end-to-end approach. 
6. Visibility and Transparency. Privacy by Design seeks to assure all stakeholders that whatever 
the business practice or technology involved, it is in fact, operating according to the stated 
promises and objectives, subject to independent verification. Its component parts and operations 
remain visible and transparent to users and providers alike. Remember, trust but verify. 
7. Respect for User Privacy. Above all, Privacy by Design requires architects and operators to 
keep the interests of the individual uppermost by offering such measures as strong privacy 
defaults, appropriate notice, and empowering user-friendly options. Keep it user-centric. 

5. Conclusions 

The intersection of privacy interests and the implementation of information technology and 
electronic government to enhance efficiency and ease of use for citizens is not a simple topic, but a 
dynamic and multifaceted one. Paradoxically, but understandably, laws and executive orders both 
mandate action and restrict the government in its pursuit of these goals. 

The development of information and communication technologies of state bodies has significantly 
relied on the resource of personal data used in the processing of requests, data exchange and storage 
in numerous dedicated databases. The new technological state circulation generates a large number of 
personal data for which it is necessary to define a clear legal basis that will be implemented as a 
technological requirement in the new software solutions of state authorities. There are numerous 
obstacles to a clear definition of the legal framework where numerous software initiatives are no 
longer limited to countries but operate globally. 

Today, databases are usually stored in electronic form, stored in server/storage memory or in 
virtual form in "clouds". They represent a unique place where stored data of a certain category or type 
can be accessed, for their download and further use for specific purposes. For this reason, databases 
have found their place in legal systems, especially in relation to the activities of electronic public 
administration, which need to be organized in a technologically functional but also legally valid 
manner. 

Nevertheless, the use of information and communication technologies may raise data protection 
concerns, for instance if an integral part of the public administration organization has a policy of open 
data that could compromise the privacy of some individuals or internal government data sharing 
among government institutions. 

The use of public information and database processing in Serbian public sector helps efficiency 
and good governance, but should not neglect need for constant improvement the activities of 
implementation in terms of administrating public data and exchanging information with citizens and 
public servants in adherence to human rights. 

A comprehensive legislative framework that guarantees human rights in e-governance and 
enhances the transparency, accountability, and responsiveness of public institutions, and is in line 
with the EU legal framework is a prerequisite for the development of eGovernment 

The use of highest information and communication technologies security must standards must be 
implemented when public services are delivered through digital channels. Providing the reliable 
eGovernment can be achieved only by accordance with the international generally accepted standards 
for protection of citizen's privacy and personal data, with the provision of regulatory environment 
with the rising attention paid to cybersecurity of eGovernment. 
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Abstract: 
In the modern technological age, information security has assumed a very important 
technological and organizational role, which, through very precise requirements, lays the 
foundation for the safe functioning of information systems in the field of critical infrastructure. 
By applying encryption, potential risks are identified, treated and reduced/eliminated to the 
lowest possible, acceptable level. The paper aims to demonstrate the importance of encryption 
protection and information security in a critical infrastructure system. The primary purpose of 
encryption is to protect the confidentiality of stored and/or transmitted and downloaded data. 
Encryption techniques are applied to data to obtain encrypted data, this process is known as 
encryption. Information security and crypto-protection occupy a special place in the field of 
design, implementation and exploitation of critical infrastructure information systems and their 
protection. The paper will present guidelines for solving information security problems in 
critical infrastructure information systems in the field of encryption. 
Keywords: 
information security, encryption, standards, data, protection, critical infrastructure 

1. Introduction 

Cryptography is a scientific discipline that deals with the study of methods for securely sending 
messages in a form that is understandable only to those for whom the information is intended - the end 
users, while the message will be unusable for everyone else. The parties participating in the 
communication through the communication channel are called the sender and the receiver. The message 
that the sender wants to send to the receiver is called plain text. The sender transforms the plaintext 
using a pre-agreed key in a process called encryption to obtain an encrypted message (code) to send 
over the communication channel. The receiver knows the key and can use it to determine the plaintext. 
This process of returning a message from an encrypted form to its original form is called decryption. A 
person listening to a communication channel is called an adversary, an eavesdropper, or an attacker. 
Attacks are malicious actions performed by unauthorized members of the communication model. A 
successful attack on a cryptographic system involves finding a practical way for an adversary to obtain 
the plaintext from the ciphertext. Informally, we'll often refer to this as a code violation. A cryptographic 
algorithm or cipher is a function used for encryption and decryption. They are actually two functions 
that map basic elements of plain text to basic elements of cipher, and vice versa. The mentioned 
functions are selected from a family of functions, depending on the key used. We call the common set 
of all possible key values the key space. A cryptosystem consists of a cryptographic algorithm and all 
possible plaintexts, ciphers and keys. 

The aim of this paper is to provide basic guidelines on how to better understand the importance of 
encryption as an important tool in protecting confidential and sensitive information in a critical 
infrastructure system with concrete experiential recommendations in the domain of recommended 
standards for implementation. The basic requirement in the domain of critical infrastructure is to 
identify elements of information security and through interaction with elements of business continuity 
to confirm the scope and level of functionality in extraordinary circumstances. 
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2. Security mechanism for data transfer 

In the realm of data encryption, technological implementation plays a pivotal role in determining 
the efficacy and security of the measures employed. This intricate landscape involves both 
commonalities, such as the widespread use of the Advanced Encryption Standard (AES) and global 
alignment with encryption standards, as well as differences, particularly in the realm of key 
management. The Advanced Encryption Standard (AES) stands out as a unifying force in data 
encryption. Its widespread adoption can be attributed to its robust security features, efficiency, and 
versatility. AES employs symmetric key cryptography, utilizing the same key for both encryption and 
decryption, making it particularly well-suited for securing data across various applications. Recognized 
by both governmental and non-governmental entities, AES has become the de facto encryption standard 
in a multitude of industries, including finance, healthcare, and communication. This commonality 
ensures a level of interoperability and compatibility across systems, facilitating secure data exchange 
on a global scale. The importance of global alignment with encryption standards cannot be overstated. 
Various organizations, including the National Institute of Standards and Technology (NIST) in the 
United States and the European Union Agency for Cybersecurity (ENISA) in Europe, contribute to the 
development and promotion of encryption standards. The alignment of these standards on a global scale 
fosters a common understanding of secure practices, enabling seamless collaboration and 
communication across borders. This shared commitment to established encryption standards enhances 
the overall security posture of interconnected systems and promotes a more resilient global information 
infrastructure. While commonalities exist in encryption algorithms, differences emerge prominently in 
the realm of key management. Key generation, distribution, and storage are critical aspects that vary 
across different encryption implementations. Organizations may employ different methods for 
generating cryptographic keys, ranging from random algorithms to complex mathematical processes. 
The distribution of keys introduces challenges related to secure transmission and authentication, 
particularly in large-scale networks. Additionally, the storage of encryption keys demands careful 
consideration, with options including hardware security modules (HSMs), key management servers, 
and secure key vaults. The diversity in approaches reflects the nuanced requirements and risk profiles 
of different industries and applications. The effectiveness of encryption methods is intricately tied to 
the robustness of key management practices. Weaknesses in key generation, insecure distribution 
channels, or inadequate storage solutions can compromise the entire encryption system. The impact 
extends beyond individual organizations to the broader ecosystem, as vulnerabilities in key 
management can be exploited by malicious actors seeking unauthorized access to encrypted data. 
Consequently, the effectiveness of encryption methods hinges on the implementation of sound key 
management practices. Organizations must continually evaluate and enhance their key management 
strategies to adapt to evolving threats and technological advancements. In conclusion, technological 
implementation in data encryption is a dynamic interplay of commonalities and differences that shape 
the security landscape. The widespread use of the Advanced Encryption Standard (AES) and global 
alignment with encryption standards provide a foundation for secure data practices. However, the varied 
approaches to key generation, distribution, and storage introduce complexity and demand careful 
consideration. The effectiveness of encryption methods ultimately relies on the strength of key 
management practices, emphasizing the importance of ongoing vigilance and adaptation in the face of 
evolving cyber threats. As technology continues to advance, the harmonization of encryption standards 
and the refinement of key management strategies will remain essential in safeguarding the integrity and 
confidentiality of digital information [2]. 

2.1. Security mechanism for data transfer in a virtual environment 

Cloud computing technology has gained wide popularity due to its capability to provide enormous 
resources to individuals and organizations which can be accessed via the internet anytime and anywhere 
worldwide. Many information and technology (IT) companies have shifted their operations to the cloud, 
which provides its users with a feature-rich cloud experience, including access to shared resources, 
which makes resources available when needed at lower costs. These resources may also be swiftly 
provided and released with minimal administrative effort, and cloud computing provides the ability to 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

364



share, manage, and store data, which is actually hosted on remote servers rather than using internal 
resources or personal devices. Clients can use the cloud services of various programs by adopting cloud 
computing rather than buying or installing the software on their own computers. Cloud computing 
provides clients with virtualized resources using various technologies, such as web services, 
virtualization, applications, and operating systems. The main advantages of cloud computing can be 
summarized as cost reduction, increased productivity, stability, scalability easy management, and 
availability. Despite the above advantages of cloud computing, it has given rise to various problems 
and challenges. Security is one of the greatest hurdles that hinder the acceptance of cloud computing 
among users. It is a major concern that must be considered, and data security issues arise because client 
data and software are located on the provider’s premises. If suitable security measures are not provided 
for data operations and transmissions, then they will be at great risk. Thus, cloud service providers 
(CSPs) must protect data, applications, and cloud infrastructure from internal and external threats. The 
security of cloud information depends on the implementation of suitable information security measures 
and countermeasures, making the creation and management of a safe cloud environment a difficult 
operation. Protecting user data against malicious attacks and unreliable servers is crucial. The user data 
that have to be secured are: 1) usage data: data gathered from computers; 2) private data, such as bank 
account and health information; 3) personally identifiable data: data that might be used to define an 
individual; and 4) unique device identifiers: data that can be uniquely tracked, such as IP addresses. [4] 
Encryption is one of the safest methods that is used to prevent unwanted access. In cloud computing 
environments, various types of encryption techniques have been used to protect user data and cloud 
information, which have contributed to reducing hacking to some extent. The data can be transformed 
into cipher text to increase their security. However, this process may lead to the loss of numerous 
features. Encrypted text can be obtained by using two popular techniques. The first technique is based 
on a safety index, which creates a secure cipher text keyword index by checking the keywords’ 
existence, and the second technique is based on scanning cipher text, which compares each word to 
ensure that the keywords are in the cipher text. [4]  

Information security in a cloud based data center is mostly identical to those of a non-cloud data 
center. Keeping cloud computing safe from any threats is necessary. Some information security issues 
that are considered important for a critical infrastructure system are: 

1. Malicious insiders: a malicious insider is a person who has authorized access to an organization’s 
network and data and uses these powers in a manner that compromises the organization’s 
information and information systems’ confidentiality and integrity. Most organizations are aware of 
this hazard because it is difficult to detect and has a remarkable effect on the organization. 
2. Account or service hijacking: this threat arises because of fraud and software flaws. In this case, 
an attacker can gain access to sensitive regions on the cloud, in which he can steal permits and 
sensitive data. 
3. Hypervisor vulnerabilities: a hypervisor is the most important piece of software in virtualization. 
Hypervisors have obvious security vulnerabilities, and remedies are still restricted and often 
proprietary. 
4. Insecure interfaces and application programming interfaces (APIs): If a poor set of interfaces and 
APIs are used, then organizations may face security threats, such as unknown access, reuse of 
passwords, the transmission of content or clear text authentication, and inflexible access 
management or invalid authorizations. 
5. Cyber-attacks: hacking and cyber-attacks on networks have increasingly become a great threat in 
recent years. [4] 
In the section Standards in the field of information security and encryption, the authors will present 

guidelines for solving the mentioned problems by applying list of standards. 
Cloud computing provides three key services, namely, software as a service (SaaS), platform as a 

service (PaaS), and infrastructure as a service (IaaS). IaaS refers to CSP hardware infrastructure, which 
includes networks, storage, memory, processors, and a variety of other computing resources. The 
resources are provided as virtualized systems that can be accessed via the internet. The essential 
resources are under the control of the CSP. PaaS provides integrated development environments, 
middleware, operating systems, and platform layer resources through a third-party provider who 
delivers hardware and software tools to users over the Internet. PaaS does not give customers control 
over the underlying cloud infrastructure, but only over the applications that are moved to the cloud. 
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SaaS: It allows consumers to use applications as a service over the internet. Users can simply use the 
internet to access it rather than buy, install, and maintain software. Customers pay for usage rather than 
ownership of the software. The cloud computing system is divided into two sections: the front end and 
the back end. They communicate with each other through a network, usually over the internet. The front 
end is the side that cloud clients see. The clients do not normally see the back-end section, which 
includes network connection, cloud servers, and their applications [4]. Next figure shows the categories 
of cloud services and the architecture of cloud computing. 
 

 
Figure 1. Cloud computing service model [5] 
 

There are different encryption algorithms, with the common ones being symmetric and asymmetric. 
In symmetric encryption, the same key is applied to encrypt and decrypt. Symmetric algorithms are 
usually fast and applicable in diverse settings, including encryption of communication links and 
banking transactions. One of the common symmetric algorithms used today is the Triple Data 
Encryption Standard (Triple-DES). Triple-DES is an older algorithm, gradually fading and is being 
replaced with stronger Advanced Encryption Standard (AES). AES uses larger key lengths and 
encryption block sizes, which makes it stronger, unlike Triple-DES. Further, AES deals with some 
design issues existing in Triple-DES, which make Triple-DES susceptible to different classes of attacks. 
In symmetrical encryption, data encryption and decryption happen by splitting it into a form of blocks, 
which are fed into the cypher system to get an output of cipher text. Due to their ability to handle only 
small data chunks, symmetric encryption algorithms tend to execute well. One of the significant 
advantages of symmetrical encryption algorithms is that they are swift, making them ideal for 
encrypting massive data. Nonetheless, the major drawback of symmetrical key encryption is finding the 
safest way to exchange the ciphering key with other individuals engaged in the communication channel. 
This means anyone owning the key can transition the ciphertext to plain text. If a user wants to ensure 
confidentiality and privacy, keeping the key a secret is vital. Next figure displays the flow path of 
encrypting and decrypting data, whereby text decryption uses the same symmetric key in decrypting 
that data back to readable format [3]. 

Depending upon the key cryptography can be divided into two categories: Symmetric encryption 
(Private key) and Asymmetric encryption (Public key). Symmetric encryption (private key Encryption) 
During the encryption and decryption process the same key is used at the sender and receiver site. 
Before the Transmission of information starts the key distribution has to be made. Example: DES, 
3DES, BLOWFISH, AES etc. Asymmetric encryption (Public key encryption) In Asymmetric 
encryption, two different keys are used for encryption and decryption process. At the same time the two 
keys are generated. In that one key is transferred to other side before the exchange of information 
begins. Example: RSA, Elgamal, Elgamal signature Diffie Hellman key exchange, Digital signature [5] 
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3. Critical infrastructure 

Critical infrastructure is any system whose interruption of functioning or interruption of delivery of 
goods or services can have serious consequences on national security, health and lives of people, 
property, environment, citizens' safety, economic stability, i.e. threatens the functioning of the state. 
Protection of critical infrastructure is a set of activities and measures aimed at establishing the 
functioning of critical infrastructure in the event of disruption or destruction, that is, protection in the 
event of threats and prevention of the consequences of disruption or destruction. The sectors that are 
most often identified as critical infrastructure are: energy, transport, water and food supply, health, 
finance, telecommunications and information technologies, environmental protection and the 
functioning of state bodies. The initial procedural framework for critical infrastructure is the relevant 
law, most often the Law on Critical Infrastructure and the standard ISO 22301 Security and resilience 
- Business continuity management systems – Requirements [1]. 

State bodies are usually charged by law to be guided by the following principles in the area of 
critical infrastructure protection: 1) the principle of an integrated approach - in the protection of critical 
infrastructure before, during and after disruptions or interruptions in the functioning of critical 
infrastructure, competent state authorities and reference entities participate, taking into account the 
various types of dangers arising from the risk analysis, and taking into account the interdependence of 
the critical infrastructure sector infrastructures and their interaction; 2) the principle of responsibility - 
the operators of the critical infrastructure are directly responsible for the functioning of the critical 
infrastructure, and for the improvement of the protection the critical infrastructure, in addition to the 
operators, all competent state bodies and reference entities are also responsible; 3) the principle of 
protection against various types of threats - operators, competent state authorities and reference entities 
in ensuring the continuous operation of critical infrastructure are obliged to take into account various 
types of risks; 4) the principle of continuous planning for the protection of critical infrastructure - the 
protection of critical infrastructure is based on a constant process of risk analysis for the functioning of 
critical infrastructure and assessment of the adequacy of protection measures; 5) the principle of data 
and information exchange and data protection - state authorities and reference entities are obliged to 
timely and continuously exchange the necessary data and information while protecting data related to 
critical infrastructure, in accordance with the regulations, regulating the protection of secret data.  

4. Standards in the field of information security and encryption 

The basic standard for information security is ISO/IEC 27001 - Information security, cybersecurity 
and privacy protection - Information security management systems - Requirements. The ISO/IEC 27001 
standard provides companies of any size and from all sectors of activity with guidance for establishing, 
implementing, maintaining and continually improving an information security management system. 
Conformity with ISO/IEC 27001 means that an organization or business has put in place a system to 
manage risks related to the security of data owned or handled by the company, and that this system 
respects all the best practices and principles. In addition to the above-mentioned standard, there are 
many more standards from the ISO 27K family that additionally define the requirements for the 
complete implementation of information security, depending on the type of needs or specificity 
performed by the organization. Annex I of the ISO/IEC 27001 standard in part 8.24 Use of cryptography 
defines specific requirements in the domain: Rules for the effective use of cryptography, including 
cryptographic key management, shall be defined and implemented. The implementation of only control 
8.24 is not enough, but the author's recommendation is to implement at least the following controls: 8.3 
Information access restriction defines specific requirements in the domain: Access to information and 
other associated assets shall be restricted in accordance with the established topic-specific policy on 
access control; 8.9 Configuration management defines specific requirements in the domain: 
Configurations, including security configurations, of hardware, software, services and networks shall 
be established, documented, implemented, monitored and reviewed; 8.20 Networks security defines 
specific requirements in the domain: Networks and network devices shall be secured, managed and 
controlled to protect information in systems and applications; 8.27 Secure system architecture and 
engineering principles defines specific requirements in the domain: Principles for engineering secure 
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systems shall be established, documented, maintained and applied to any information system 
development activities. 

The author's recommendation is that during the analysis of the needs for the information security 
system in critical infrastructure systems, the following standards(for encryption) must be consulted: 

• ISO/IEC 15946-1 Information technology - Security techniques - Cryptographic techniques 
based on elliptic curves Part 1: General. ISO/IEC 15946-1 describes the mathematical background 
and general techniques necessary for implementing the elliptic curve cryptography mechanisms 
defined in ISO/IEC 15946‑5, ISO/IEC 9796‑3, ISO/IEC 11770‑3, ISO/IEC 14888‑3, ISO/IEC 
18033‑2 and other ISO/IEC standards. ISO/IEC 15946-1 does not specify the implementation of the 
techniques it defines. For example, it does not specify the basis representation to be used when the 
elliptic curve is defined over a finite field of characteristic two. Thus, interoperability of products 
complying with ISO/IEC 15946-1 will not be guaranteed. 
• ISO/IEC 15946-5 Information security - Cryptographic techniques based on elliptic curves Part 
5: Elliptic curve generation. The ISO/IEC 15946 series specifies public-key cryptographic 
techniques based on elliptic curves described in ISO/IEC 15946-1. This document defines elliptic 
curve generation techniques useful for implementing the elliptic curve based mechanisms defined 
in ISO/IEC 29192‑4, ISO/IEC 9796‑3, ISO/IEC 11770‑3, ISO/IEC 14888‑3, ISO/IEC 18033‑2 and 
ISO/IEC 18033‑5. This document is applicable to cryptographic techniques based on elliptic curves 
defined over finite fields of prime power order (including the special cases of prime order and 
characteristic two).  
• ISO/IEC 18033-1 Information security - Encryption algorithms Part 1: General. This document is 
general in nature and provides definitions that apply in subsequent parts of the ISO/IEC 18033 
series. It introduces the nature of encryption and describes certain general aspects of its use and 
properties. 
• ISO/IEC 18033-2 Information technology - Security techniques - Encryption algorithms Part 2: 
Asymmetric ciphers. ISO/IEC 18033-2 specifies encryption systems (ciphers) for the purpose of 
data confidentiality. The primary purpose of encryption (or encipherment) techniques is to protect 
the confidentiality of stored or transmitted data. An encryption algorithm is applied to data (often 
called plaintext or cleartext) to yield encrypted data (or ciphertext); this process is known as 
encryption. The encryption algorithm should be designed so that the ciphertext yields no information 
about the plaintext except, perhaps, its length. Associated with every encryption algorithm is a 
corresponding decryption algorithm, which transforms ciphertext back into its original plaintext. An 
asymmetric, i.e. public-key, encryption scheme allows a sender to use a recipient's public key to 
transmit an encryption of a message to the receiver, who can use his secret key to decrypt the given 
ciphertext, thereby obtaining the original message. Such a scheme should be secure in the sense that 
no information about the message should be leaked to a (resource-bounded) attacker, even if that 
attacker mounts a so-called 'chosen ciphertext' attack, in which he may obtain decryptions of other 
ciphertexts. This is the strongest type of attack that has been proposed for a public-key encryption 
scheme. ISO/IEC 18033-2 specifies the functional interface of such a scheme, and in addition 
specifies a number of particular schemes that appear to be secure against chosen ciphertext attack.  
• ISO/IEC 18033-3 Information technology - Security techniques - Encryption algorithms Part 3: 
Block ciphers. ISO/IEC 18033 specifies encryption systems (ciphers) for the purpose of data 
confidentiality. ISO/IEC 18033-3 specifies block ciphers. A block cipher is a symmetric 
encipherment system with the property that the encryption algorithm operates on a block of plaintext, 
i.e. a string of bits of a defined length, to yield a block of ciphertext. ISO/IEC 18033-3 specifies 
following algorithms: 64-bit block ciphers: TDEA, MISTY1, CAST-128, HIGHT; 128-bit block 
ciphers: AES, Camellia, SEED. 
• ISO/IEC 18033-4 Information technology - Security techniques - Encryption algorithms Part 4: 
Stream ciphers. ISO/IEC 18033-4 specifies output functions to combine a keystream with plaintext, 
keystream generators for producing keystream, and object identifiers assigned to dedicated 
keystream generators in accordance with ISO/IEC 9834. 
• ISO/IEC 18033-5 Information technology - Security techniques - Encryption algorithms Part 5: 
Identity-based ciphers. ISO/IEC 18033-5 specifies identity-based encryption mechanisms. For each 
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mechanism the functional interface, the precise operation of the mechanism, and the ciphertext 
format are specified.  
• ISO/IEC 18033-6 IT Security techniques - Encryption algorithms Part 6: Homomorphic 
encryption. This document specifies the following mechanisms for homomorphic encryption: 
Exponential ElGamal encryption; Paillier encryption. For each mechanism, this document specifies 
the process for: generating parameters and the keys of the involved entities; encrypting data; 
decrypting encrypted data; and homomorphically operating on encrypted data. Annex A defines the 
object identifiers assigned to the mechanisms specified in this document.  
• ISO/IEC 18033-7 Information security - Encryption algorithms Part 7: Tweakable block ciphers. 
This document specifies tweakable block ciphers. A tweakable block cipher is a family of n-bit 
permutations parametrized by a secret key value and a public tweak value. Such primitives are 
generic tools that can be used as building blocks to construct cryptographic schemes such as 
encryption, Message Authentication Codes, authenticated encryption, etc. A total of five different 
tweakable block ciphers are defined and they are categorized. 
• ISO/IEC 19772 Information security - Authenticated encryption. This document specifies five 
methods for authenticated encryption, i.e. defined ways of processing a data string with the following 
security objectives: data confidentiality, i.e. protection against unauthorized disclosure of data; data 
integrity, i.e. protection that enables the recipient of data to verify that it has not been modified; data 
origin authentication, i.e. protection that enables the recipient of data to verify the identity of the 
data originator. All five methods specified in this document are based on a block cipher algorithm, 
and require the originator and the recipient of the protected data to share a secret key for this block 
cipher.  
• ISO/IEC 29150 Information technology - Security techniques - Signcryption. ISO/IEC 29150 
specifies four mechanisms for signcryption that employ public key cryptographic techniques 
requiring both the originator and the recipient of protected data to have their own public and private 
key pairs. The methods specified in ISO/IEC 29150 have been designed to maximize the level of 
security and provide efficient processing of data. All the mechanisms defined have mathematical 
"proofs of security", i.e. rigorous arguments supporting their security claims.  
• ISO/IEC 29192-1 Information technology - Security techniques - Lightweight cryptography Part 
1: General. ISO/IEC 29192-1 provides terms and definitions that apply in subsequent parts of 
ISO/IEC 29192. ISO/IEC 29192-1 sets the security requirements, classification requirements and 
implementation requirements for mechanisms that are proposed for inclusion in subsequent parts of 
ISO/IEC 29192. 
• ISO/IEC 29192-2 Information security - Lightweight cryptography Part 2: Block ciphers. This 
document specifies three block ciphers suitable for applications requiring lightweight cryptographic 
implementations: PRESENT: a lightweight block cipher with a block size of 64 bits and a key size 
of 80 or 128 bits; CLEFIA: a lightweight block cipher with a block size of 128 bits and a key size 
of 128, 192 or 256 bits; LEA: a lightweight block cipher with a block size of 128 bits and a key size 
of 128, 192 or 256 bits. 
• ISO/IEC 29192-3 Information technology - Security techniques - Lightweight cryptography Part 
3: Stream ciphers. ISO/IEC 29192-3 specifies two dedicated keystream generators for lightweight 
stream ciphers: Enocoro: a lightweight keystream generator with a key size of 80 or 128 bits; 
Trivium: a lightweight keystream generator with a key size of 80 bits. 
• ISO/IEC 29192-4 Information technology - Security techniques - Lightweight cryptography Part 
4: Mechanisms using asymmetric techniques. ISO/IEC 29192-4 specifies three lightweight 
mechanisms using asymmetric techniques: a) a unilateral authentication mechanism based on 
discrete logarithms on elliptic curves; b) an authenticated lightweight key exchange (ALIKE) 
mechanism for unilateral authentication and establishment of a session key; c) an identity-based 
signature mechanism. 
• ISO/IEC 29192-5 Information technology - Security techniques - Lightweight cryptography Part 
5: Hash-functions. ISO/IEC 29192-5 specifies three hash-functions suitable for applications 
requiring lightweight cryptographic implementations.- PHOTON: a lightweight hash-function with 
permutation sizes of 100, 144, 196, 256 and 288 bits computing hash-codes of length 80, 128, 160, 
224, and 256 bits, respectively. - SPONGENT: a lightweight hash-function with permutation sizes 
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of 88, 136, 176, 240 and 272 bits computing hash-codes of length 88, 128, 160, 224, and 256 bits, 
respectively. - Lesamnta-LW: a lightweight hash-function with permutation size 384 bits computing 
a hash-code of length 256 bits.  
• ISO/IEC 29192-6 Information technology - Lightweight cryptography Part 6: Message 
authentication codes (MACs). This document specifies MAC algorithms suitable for applications 
requiring lightweight cryptographic mechanisms. These mechanisms can be used as data integrity 
mechanisms to verify that data has not been altered in an unauthorized manner. They can also be 
used as message authentication mechanisms to provide assurance that a message has been originated 
by an entity in possession of the secret key. The following MAC algorithms are specified in this 
document: a) LightMAC; b) Tsudik's keymode; c) Chaskey-12. 
• ISO/IEC 29192-7 Information security - Lightweight cryptography Part 7: Broadcast 
authentication protocols. This document specifies broadcast authentication protocols, which are 
protocols that provide data integrity and entity authentication in a broadcast setting, i.e. a setting 
with one sender transmitting messages to many receivers. To provide entity authentication, there 
needs to be a pre-existing infrastructure which links the sender to a cryptographic secret. The 
establishment of such an infrastructure is beyond the scope of this document. 
• ISO/IEC 29192-8 Information security - Lightweight cryptography Part 8: Authenticated 
encryption. This document specifies one method for authenticated encryption suitable for 
applications requiring lightweight cryptographic mechanisms. This method processes a data string 
with the following security objectives: a) data confidentiality, i.e. protection against unauthorized 
disclosure of data, b) data integrity, i.e. protection that enables the recipient of data to verify that it 
has not been modified. Optionally, this method can provide data origin authentication, i.e. protection 
that enables the recipient of data to verify the identity of the data originator.  

5. Conclusions 

Information security is an indispensable point of analysis of all information systems, especially 
information systems recognized by law as critical infrastructure systems. Encryption of particularly 
sensitive parts of information systems is important because the task is to ensure that certain information 
is not accessible to everyone in the internal or external system. The paper gave recommendations for 
the implementation of the encryption system in information security based on the author's experience 
in numerous implementations of the ISO/IEC 27001 standard in critical infrastructure systems in the 
countries of Southeast Europe. Special attention must be paid to issues of treatment and risk analysis 
for each system, method or applied solution. The specific recommendations are technological 
guidelines for information technology engineers who are tasked with establishing an adequate 
encryption system in all critical infrastructure systems. 
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Abstract: 
This paper presents the development of an interactive faculty map and timetable web 
application, named eRaspored, aimed at enhancing the schedule handling for students and 
professors at the School of Electrical Engineering, University of Belgrade. Utilizing the MEAN 
stack (MongoDB, Express, Angular, Node.js), the application offers a user-friendly interface 
for managing class schedules, including features such as an interactive map for classroom 
visualization and schedule search functionality based on various criteria. The design addresses 
common scheduling challenges, such as resource allocation and availability constraints. This 
paper also evaluates existing scheduling solutions, discusses the technologies used, and 
suggests potential improvements, with an emphasis on the automation of schedule generation. 

 
Keywords: 
class schedule, MEAN stack, web app 

1. Introduction 

A class schedule is a simple yet crucial tool that helps students and professors align their 
responsibilities and structure their day. Despite its simplicity, it plays a practical and important role in 
everyone’s daily routine at school or university. While a traditional schedule can be effective, utilizing 
modern technologies can elevate it to a whole new level. 

In essence, class scheduling revolves around managing several key parameters, such as professors, 
subjects, student groups, classrooms, days and classes. These elements must be carefully coordinated 
to ensure that the schedule aligns with both the academic needs and available resources. 

However, scheduling becomes more complex when dealing with special cases. For instance, 
scenarios where multiple student groups need to attend the same class together must be carefully 
coordinated within the schedule. Some other challenges that could possibly arise while creating the 
schedule include: 

• Professor A teaches a class in the laboratory X, therefore it is not available for professor B  
• A professor may be available only on certain days of the week 
• … and many other constraints and requirements 

     These problems could be solved programmatically in a variety of efficient ways. Designing the 
schedule requires balancing key factors like teacher availability, classroom allocation, and group 
coordination to create an organized and effective schedule. Once in use, the schedule ensures that daily 
activities run smoothly, preventing conflicts and maximizing productivity. A well-crafted schedule is 
not just a plan, it is an essential tool that enables students and professors to navigate their daily 
responsibilities with ease. 

This paper is divided into six chapters. The first chapter introduces the subject, outlining the general 
requirements of the application and the key concepts involved in timetable management. Within 
Chapter 2, existing scheduling software are reviewed. In Chapter 3, a brief overview of the technologies 
used in the development of the system is shown. Chapter 4 describes eRaspored application itself, 
detailing its features and functionalities. Chapter 5 explores potential improvements and optimizations, 
such as the possibility of automating schedule generation. Finally, the last chapter concludes the paper 
by summarizing the key findings and discussing the overall significance of the application.  
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2. Previous work  

There are many existing software for creating, managing and viewing class schedules. Some have 
the ability to automatically generate schedules, taking into account various rules, whereas others are 
much more simple and rely on the manual approach. Described below are a few interesting examples 
of timetable-generating software, as well as ones that served as inspiration for this web application. 

2.1. DEDUC 

DEDUC is a software program designed for efficient class schedule generation, developed in 2001. 
at the Techical Faculty “Mihailo Pupin” in Zrenjanin under the guidance of professor Petar Hotomski 
[1]. It is based on theoretical foundation of the Automated Theorem Proving, utilizing the Resolution 
principle and heuristic methods of the Artificial Intelligence [2]. The main focus of this program is 
efficient generation of class schedules, while adhering to user-defined requirements. This program 
offers a wide range of capabilities, allowing detailed customization of parameters and requirements for 
automatic schedule generation.  

The system offers several key fetures: 
• Automatic and interactive schedule generation based on initial data and specified conditioins 
• A user-friendly interface for managing and configuring initial data and requirements 
• Flexibility to cater to various needs, such as spliting classes into groups, linking them, setting 
restrictions on the use of labs and classrooms, and accomodating specific teacher preferences  
• Support for generating schedules that consider different school shifts 
• Convinient browsing and printing schedules by class or teacher 
• Capability to generate and archieve multiple schedule versions using the same data and 
conditions 
• Maintenance of the archieved versions, data and conditions 
If contradictions are present within the requirements, timetable generation is halted. The system 

allows for the adjustment of requirements to ensure successful creation of the class schedule. Real-
world experiences show that the DEDUC system produces timetables with high level of quality, 
surpassing those made by hand. The time required for generating a timetable ranges from a few minutes 
to several hours, depending on the volume of data, complexity of the conditions and computer 
performance. 

2.2. ascTimetables 

ascTimetables [3] is a scheduling software designed for creation and management of class schedules 
in educational institutions. Its user-friendly interface allows users to work with various parameters, such 
as subjects, teachers, classrooms and student groups. The program is designed to simplify the 
scheduling process and to ensure that all requirements are met.  By automating the scheduling 
workflow, ascTimetables allows educators to save valuable time and effort, taking on mundane 
administrative tasks. 

In this program, users can easily add subjects, which are scheduled into the class timetable. For each 
class, specific time slots can be assigned and groups can be formed by dividing a class. The formation 
of groups allows merging and separating based on the requirements. User has the ability to set 
restrictions and add rules for teachers. These rules may include limits on the maximum number of 
periods they can teach, the duration of breaks between sessions, and the total periods permitted each 
day. In addition, users can define parameters such as the maximum number of consecutive periods and 
the allowable number of free periods each week, ensuring a balanced workload for teachers. 

The process of generating the timetable begins with an empty schedule and an organized panel 
displaying unallocated periods. Using provided data and set restrictions, the program automatically 
creates a complete timetable. The final schedule is showcased in the timetable panel, while any 
unallocated periods remain visible in their dedicated section. A successful generation of the timetable 
is indicated by the absence of unallocated period cards, as shown in Figure 1. 
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Figure 1: Successfully generated schedule 

 
This program allows users to display schedules for specific class, student, teacher, classroom and 

subject. For fine tuning and last minute changes, it has the ability for manual adjustment of individual 
periods. If any scheduling conflicts are detected, the software alerts the user. Finally, the generated 
timetable can be tested, and the program informs the user of the results of the verification process, 
indicating any violated rules or unmet conditions. 

2.3. eStudent 

eStudent[4] is an online portal used by educational institutions to provide a range of services and 
tools for addressing student inquiries, from which the application derives its name, eRaspored. This site 
offers various functionalities, but the relevant feature here is the schedule overview. Users need to login 
to gain access. In the schedule section, students are shown their default schedule, but there are also 
options to search for schedules by student, teacher, subject, department, and classroom. As users begin 
to enter search parameters, a dropdown list appears with suggestions that update in real time based on 
the entered data. The interface is simple yet effective, allowing for simple search of schedules based on 
the listed criteria. 

3. Used technologies 

This application was developed using several technologies that together form the MEAN stack 
(MongoDB, Express, Angular, Node.js) [5]. This combination provides a solid foundation for building  
responsive, scalable and dynamic applications, while ensuring that the code remains modular, clean and 
well-organized. 

The frontend of the application is built using Angular platform. Its component-based architecture, 
two-way data binding and vast ecosystem make Angular a preferred choice for developing modern and 
scalable web applications. Programming languages used for implementation of the interactive elements 
of this app are TypeScript, CSS and HTML. 

On the backend side of this application, Node.js and Express are used for server-side functionalities, 
working together with MongoDB database for data storage. Node.js is a platform designed to process 
user requests, while Express is a framework built on Node.js that simplifies the creation of APIs for 
developers. MongoDB is a non-relational database that allows flexibile data storage and retrieval, 
making it well-suited for apps that require scalability and high performance. 
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4. Description of the developed app 

The eRaspored web application is an online platform that allows students and professors to view, 
search and manage class schedules. The appllication is designed to offer quick and easy access to 
different schedules, while ensuring smooth and intuitive user experience. A standout feature of this 
application is its interactive faculty map, which provides users with a visual representation of the space 
and enables quick identification of the available classrooms, or classrooms with specific purposes. This 
intuitive visual tool enhances the user experience by making it easier to navigate through the faculty. 

 

 
Figure 2: Main page 

 
The map feature offers users a visual representation of classroom layouts, showing a detailed map 

of the ground floor and third floor of the Technical Faculty building in Belgrade. The ground floor is 
shown by default, as illustrated in Figure 2. Users can easily switch between floors with a single click 
using the floor selection option located in the side menu. While the map is not essential for the core 
functionality of the scheduling application, it provides an intuitive and visually appealing navigation 
experience through the faculty building. By clicking on a specific room on the map, the user can view 
the detailed schedule for that particular classroom, as shown in Figure 3. This feature provides quick 
and easy access to the schedule, allowing users to instantly see when a classroom is free or occupied.  

 

 
Figure 3: Classroom schedule 
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An important functionality of this application is the ability to search schedules based on specific 
criteria. The available search options include student, professor, subject and department. By clicking 
the search button in the header, a modal window is shown where user selects a criterion and enters 
necessary information. The layout of this modal window can be seen in Figure 4. For a student’s 
schedule search, index has to be inputted, while the professors are chosen from a sorted drop-down list. 
Department timetable search requires selectiong both the department and the academic year. Timetable 
search is an essential as it simplifies the search process based on various criteria, enabling students and 
professors to easily track their schedules, while simplifying schedule management for the admin.  

 

 
Figure 4: Schedule search 

 
The user can search for available rooms for a specific time slot by selecting the start time and the 

day of the week from the dropdown menus. As shown in Figure 5, once the information is entered, the 
map highlights the classrooms that are free during that period, marking them in green, while the 
occupied ones remain unmarked. With this feature, available spaces are easily found. 

 

 
Figure 5: Searching for available classrooms 

 
The option to highlight different types of classrooms on the map allows users to quickly locate a 

specific type of classroom. They can mark standard classrooms, amphitheaters and laboratories in 
yellow, red and blue, respectively, by selecting the appropriate checkboxes from the side menu. This 
feature is particularly useful for administrators when scheduling a class that requires specific conditions, 
such as large or small number of students, or classes where students need to use computers. Highlighting 
different types of rooms can be seen in Figure 6. 
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Figure 6: Selection of classroom types 

 
The login feature, accessible via the login button in the header, is specifically designed for 

administrators. They must enter their username and password to gain access. Once logged in, the 
administrator can modify the schedule by adding and deleting periods within the schedules. By clicking 
on an empty time slot within the schedule, admin can add a period for a specific subject. From a 
dropdown menu, a specific subject and professor are selected, as shown in Figure 7. If the selected 
professor is not occupied during that time, the period addition is successful. By clicking on an occupied 
time slot in the schedule, the administrator can see period details, shown in Figure 8. To remove a 
period, administrator has to click on the occupied time slot in the schedule and then click on the delete 
button. The deletion action is always available. 

 

 
Figure 7: Adding a new period 
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Figure 8: Period details 

5. Discussion 

Automated schedule generation provides significant advantages in efficiency and accuracy. It excels 
at handling complex requirements, such as professor availability and classroom restrictions, which can 
result in high-quality schedules produced in a fraction of the time required for manual processes. This 
approach reduces the potential for conflicts and optimizes resource allocation. However, there are 
situations where manual scheduling may be more effective. For instance, when dealing with special 
events, last-minute changes, or unique requirements that require careful consideration of the context, 
human oversight can be crucial. In these cases, the flexibility afforded by manual scheduling allows for 
adjustments that automated systems may not be able to address adequately. 

Creating timetables is the most challenging aspect of managing timetables, offering a potential for 
optimization. Future development should improve eRaspored by integrating automated schedule 
generation techniques, similar to those used in DEDUC and ascTimetables, to improve efficiency and 
assist scheduling creation, with algorithms that analyze historical data to optimize scheduling patterns. 
Additionaly, adding a feature to distinguish between professors and assistants, lectures, and exercises 
could improve the user experience.  

6. Conclusion 

In this paper, the development of the eRaspored web application was presented, designed to enhance 
the schedule management at the School of Electrical Engineering, University of Belgrade. A class 
schedule serves as a essential tool that helps students and professors align their responsibilities and 
structure their day. Although traditional timetables are useful, modern technologies can greatly enhance 
the overall experience. Made using MEAN stack technologies, the eRaspored application provides an 
intuitive platform for users to view, search and manage schedules through an interactive map. The 
application allows users to search schedules by a given student, professor, department and classroom, 
as well as to find available classrooms for a particular time slot. A visually dynamic faculty map allows 
users to quickly access classroom schedules by clicking on each classroom, and includes color-coded 
markers for displaying different types of classrooms on the faculty. 

At present, the application offers an interface for viewing and searching for schedules for common 
users: students and professors. Furthermore, it offers functionalities that allow the administrator to 
manually change the schedule, by adding and removing periods. Manual schedule creation is precise 
but also an effortful and time-consuming task. Therefore, potential future enhancements, such as the 
automation of schedule generation, could further improve efficiency and accuracy in schedule 
management. Automated schedule generation, as found in tools like DEDUC and ascTimetables, has 
the potential to reduce manual labor, optimise available space, and create conflict-free schedules. 
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Abstract: 
The motivation for writing this paper is to find an adequate software solution that would increase the 
productivity and efficiency of employees responsible for creating class schedules. One of the main 
goals is to utilize modern technologies in the development of a responsive web application, which, in 
addition to a well-structured and normalized database, will have a high-quality and user-friendly 
interface suitable for use on various devices. The web application needs to meet the requirements of 
responsive design, meaning it should be usable on screens of different sizes. 
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1. Introduction 

The class schedule represents the timetable of subjects that a student or group of students can attend 
during a working day or a week. Each schedule includes the subject name, date, exact time, and the 
name of the classroom where the class will take place. Additionally, the schedule contains the name of 
the teacher, professor, or assistant who will conduct the class. The schedule serves as a tool for students 
and professors to manage their time as efficiently as possible. This paper will present a solution for 
developing a web application for creating schedules using modern environments and tools. 

Web programming is a field of programming that focuses on the development of software solutions 
using web technologies. Such solutions are used in a web-based environment, implying the use of 
appropriate network infrastructure and the Internet. In a broader context, web programming can also be 
viewed as one segment within web design as a multidisciplinary field that, in addition to programming, 
encompasses graphic design, user interface design, information structure design, content organization 
of web documents, and working with multimedia content such as images, audio, and video [1]. 

A web application is application software that resides on a web server. Web applications are run from 
a web browser and are not dependent on the operating system or the type of device through which the 
end user accesses the application [2]. The implementation and maintenance of web applications occur 
on the web server, rather than on user computers, which can be a significant advantage in organizations 
and systems with a large number of users. Any code changes to the web application on the production 
server, or updates to the database, immediately become available to all users. 

The development of web applications is typically based on a three-tier architecture. The three-tier 
architecture is a well-established software application architecture that organizes applications into three 
logical and physical computing layers: the presentation layer, the application layer, and the data layer. 
The presentation layer is the user interface and communication layer, where the end user interacts with 
the application. The presentation layer is usually developed using HTML, CSS, and JavaScript. The 
application layer is also known as the logic layer or middle layer. In this layer, the information gathered 
from the presentation layer is processed using business logic, a specific set of business rules. The 
application layer is typically developed using PHP, Java, C#, Python, and others. The data layer is where 
the information processed by the application is stored and managed. This can be a relational database 
management system such as PostgreSQL, MySQL, MariaDB, Microsoft SQL Server, and others [3]. 

To develop a web application that meets the specified scheduling functionalities, the following 
technologies were used: 

• HTML, CSS, and Vaadin for creating the user interface and responsive design; 
• Java programming language for developing the application layer; 
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• MySQL database management system and SQL (Structured Query Language) for data 
management. 
SQL is a language designed for querying and managing data in relational database management 

systems, for creating and modifying relational database schemas, and for controlling access to specific 
database objects [4]. 

HTML (HyperText Markup Language) is used for creating web pages and is characterized by tags 
that separate instructions from content. CSS (Cascading Style Sheets) is a language used for styling the 
appearance of one or more elements on a web page, or the web page as a whole. 

Vaadin is an open-source platform for building modern web applications for Java backends. All 
Vaadin components are designed primarily for mobile devices and adapt to different screen sizes. 
Custom CSS files and class names can be added to any component. Vaadin-based applications can also 
be listed in the Windows Store. There are two ways to create a Vaadin application: the Flow and Hilla 
frameworks [5]. 

During the development of the application, the following software and programming environments 
were used: 

• https://app.creately.com/ - for creating use case diagrams, 
• https://online.visual-paradigm.com/ - for creating sequence diagrams, 
• Power Designer (trial version) – for designing the physical database model, 
• MySQL – database management system, 
• Eclipse IDE for Java Developers – 2023 – for developing the application layer of the web 
application, 
• Vaadin – open-source platform for creating user interfaces. 
CASE tools are used today for database modelling. A CASE product is any software product 

designed to support or automate at least one task within the lifecycle of another software product, or to 
provide complete support for the design and implementation of another software product. 

2. Related Works 

Historically, the University class scheduling problem has been difficult to solve efficiently, due to 
the long time it takes to find satisfactory solutions [6]. Timetabling problem is known as an NP-hard 
problem that centres around finding an optimized allocation of subjects onto a finite available number 
of slots and spaces. It is perhaps the most challenging issues looked by colleges around the globe. Every 
academic institution faces a problem when preparing courses and exam plans. There are many 
restrictions raised while preparing a timetable [7]. Making a class schedule for next semester that suits 
a student's interests and meets overall graduation requirements within a time frame is not always easy. 
The changing requirements, transferable units of different schools, the availability of classes and other 
factors can often cause mistakes in the scheduling process. An automated tool can help students to 
identify scheduling mistakes and compare available options [8]. In the age of mobile technology, the 
demand for seamless access to educational resources has become essential [9]. 

In article [10] describes the process of creating a class schedule in educational institutions with a 
classical education system. The requirements and restrictions for the class schedule are given. A model 
for interactive scheduling of classes in an educational institution is proposed. Interactive scheduling, 
which is based on the “traffic light” principle, frees the user from the control of all hard restrictions and 
warns about violations of soft restrictions, which ensures that there are no conflict situations in the 
schedule. The work [9] presents a project the integration of a Learning Management System (LMS) and 
a class schedule platform of a higher education institution, developing for that a mobile application 
aimed at integrating with the LMS used at the institution. The application seeks to enhance the learning 
experience by providing students, instructors, and administrators with anytime, anywhere access to the 
LMS core functionalities.  

The paper [8] introduces a web-based expert system, called class schedule planner (CSP). CSP 
encapsulates class-scheduling knowledge and gives intelligent scheduling advises to students. It uses 
JESS (Java expert system shell) as a tool to process the facts and rules to generate feasible schedules 
for the students. 
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3. Development of the Solution 

The development of a responsive web application to support class schedule generation was carried out 
through the following phases: user requirements analysis and presentation, database model creation, 
application layer development, user interface design, application testing, and the resolution of 
identified bugs or undesired application behaviours. 

3.1. User Requirements 

The first step in the software development process is documenting the requirements that the software 
needs. The set of requirements arises as a result of an analysis that should be conducted to understand 
the fundamental problems and needs of the client. This analysis involves intensive collaboration with 
clients, particularly with the software users. The success of this analysis greatly influences the outcome 
of the entire software development project. A requirement represents an expression of the desired 
behavior of the software.  

When defining requirements, the characteristics of objects and entities present in the system are 
considered, the states in which these objects and entities may exist, as well as the functions that enable 
changes to the states or characteristics of the objects. The goal of requirements analysis is to precisely 
establish what behavior the client expects from the software. At this stage, there is no consideration of 
how this behavior will be implemented in the system. This means that the choice of technology for 
system realization, the selection of a database, or the architecture of the system to be used are not 
discussed at this point. During the analysis, requirements are typically expressed through descriptions 
from the client’s real-world environment, without using technical jargon that will be employed in the 
system [11]. 
 

When defining the requirements for the application development, the following functionalities were 
specified: 

• Data Entry: The ability to input subjects, teachers, students, and available classrooms and time 
slots. 
• Schedule Generation: Automatic generation of schedules based on defined rules (e.g., 
ensuring classes do not overlap). 
• Schedule Display: An interactive display of the schedule (e.g., calendar or table format). 
• Modifications and Customization: The option for manual changes to the schedule. 
• Download and Sharing: Options to download the schedule in various formats (PDF, Excel) 
and share it via email. 
• User Interface: Responsive design to support various devices (desktop, tablet, mobile), along 
with intuitive navigation and ease of use. 
 
Users should access the solution from four different perspectives, meaning there are four distinct 

roles with different permissions and privileges: 
• Professor/Assistant: A user who can view the schedule. 
• Student: Has identical privileges as the professor/assistant. 
• Secretary: A user who can create lecture schedules for a specific department (adding, deleting, 
and modifying lectures in the schedule) and view lecture schedules. 
• Administrator: A user with the same authority as the secretary, who can make changes to the 
database, including adding, modifying, and deleting information about department names, subjects, 
and personal details of professors and assistants, among others. 
We will use use case diagrams and sequence diagrams to graphically represent the user requirements. 

UML (Unified Modeling Language) is a standardized visual language used for modeling software 
systems. With UML, UML diagrams can be created—graphic representations used for modeling 
software support. They provide a standardized and visual way to represent the architecture, design, and 
behavior of complex software systems, facilitating communication, collaboration, and understanding 
among development engineers.  
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Use case diagrams are one of the most commonly used types of diagrams in software engineering. 
Their primary purpose is to visually model the functionality of the system and depict the interactions 
between various actors and the system itself. Due to their simplicity and high level of abstraction, use 
case diagrams are easy to understand even for stakeholders who are not professional software engineers 
(such as clients, team members, and managers). They help in analyzing and understanding the 
relationships between different functionalities and actors, as well as in identifying potential areas for 
improvement or missing functionalities [12]. 

Figure 1 presents the use case diagram for the previously described user requirements. 
 

 
Figure 1. Use Case diagram 

 
Use case diagrams provide a basic representation of the interaction between external actors and the 

system, as well as the specific functionalities that the system offers. However, to better understand the 
details of these interactions, such as the sequence of events or conditional execution, additional 
information is needed. Use case diagrams alone are not expressive enough. To achieve a more detailed 
visualization and analysis of the dynamic behavior of the system, sequential UML diagrams are used. 
UML sequence diagrams are behavior diagrams that illustrate the order of interactions, or message 
exchanges, between objects in the system over time. They are semantically richer than use case 
diagrams, include a broader set of elements, and have a somewhat more complex syntax [12]. 

 
Figure 2. Sequence diagram 
 

It is important to emphasize the time required to perform a given activity. The following figure is a 
sequence diagram representing the activity of scheduling classes by the secretary of a specific 
department. To execute this action, the secretary must first successfully log in by entering the correct 
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username and password. Additionally, time is needed to find an available time slot in a specific 
classroom, and afterwards, it is also necessary to save those changes. 

3.2. Database Design 

The data model is a set of rules that defines how the logical structure of a database can look. A data 
model is a specific theory used to design a database. Modelling is the process of using a model instead 
of the real system. The goal of modelling is to create a clear and realistic representation of the system, 
or to visualize the system. A view of the database in which certain details are intentionally ignored is 
called abstraction. An entity is a concept that can be clearly identified and represents everything about 
which the database management system needs to store certain data. 

According to the level of abstraction, models can be divided into conceptual, logical, and physical 
models. The model with the highest level of abstraction is the conceptual model, while the model with 
the lowest level of abstraction is the physical model. Modelling is carried out in parallel with 
requirements analysis. As information is gathered, objects are identified, and names are assigned to 
them using terms familiar to end users [13].   

Regardless of their role, all application users have personal data: first name, last name, and login 
information. However, not all users have the same rights. User permissions, depending on the module, 
may include viewing, adding, deleting, and modifying content. For locations, departments, semesters, 
and classrooms, only their names are essential. Teaching staff have personal data, including first name, 
last name, contact phone number, unique citizen identification number, address, information about the 
department they belong to, and whether they serve as an assistant or a professor at the faculty. For 
courses, the most important data includes the course name, information about the semester in which the 
course can be taken, and the number of ECTS credits that the course carries. The schedule contains data 
about courses, dates, times, duration of lectures, the classroom where classes are held, and information 
about the teaching staff conducting the classes. Figure 3 shows the physical model of the database. 

 

 
Figure 3. Physical model of the database  
 

The proposed solution was developed based on user requirements. In their case, the schedule is 
created for each upcoming week at the end of the previous week and is generally not the same every 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

384



 

week. For example, lectures or exercises for a specific subject do not take place every week. 
Additionally, in weeks when they do occur, they may not happen on the same day or at the same time. 
Therefore, a Date table is essential. 

4. Development of the Application Middle Layer 

To develop the application middle layer, the Java programming language was used in the Eclipse 
IDE for Java Developers – 2023-12. At the beginning of the development of the middle layer, it is 
necessary to establish a connection to the database. 

After launching the application, links must be visible that lead to the registration and login of the 
department secretary or administrator, as well as to the viewing of the class schedule by study program, 
classroom, or professor. 

The method for registering a new user is implemented using the SQL INSERT command. The 
functionality of the login form is based on a simple principle: executing a SELECT query on the Users 
table based on the data entered by the user. If the code and username match, the user is logged into their 
account. After logging in, there are options for searching the schedule by study program, classroom, or 
professor, as well as adding, deleting, or updating information about lectures and course coverage. Other 
forms should have the functionality for viewing, adding, modifying, and deleting data while maintaining 
the referential integrity of the database. 

It is important to note that the class schedule for the following week is locked during certain time 
slots in the previous week, meaning that secretaries cannot add, delete, or update it. The administrator 
has the ability to change the locking periods of the schedule. In addition to this, the administrator can 
add, delete, and update information about professors, departments, classrooms, and subjects while 
maintaining the referential integrity of the database. 

5. User Interface Design  

In the development of the software solution, the next step is the design of the user interface. To create 
the user interface, a set of components was used, including components for standard HTML elements, 
which are part of the Vaadin Design System. These components include various input fields (such as 
TextField, DatePicker, TimePicker, EmailField, PasswordField, etc.), buttons, menu bars, tables, side 
navigation, and layout options (FormLayout, VerticalLayout, HorizontalLayout, and others).  

 

 
Figure 4. Class schedule web forms on a mobile phone  
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The previous image (Figure 4) shows the web form of the class schedule on a mobile phone in 
preview mode and in input mode. 

Figure 5 shows an example of a web form for the schedule of classes at the Faculty of Philosophy 
for one week on a laptop. 
 

 
Figure 5. Class Schedule form 

6. Application Testing  

In this phase, application testing was conducted. First, unit testing was performed, focusing on 
individual functionalities. After successful unit testing, integration testing was carried out, which 
involves testing the interaction between the user interface layer and the middleware, as well as between 
the middleware and the data layer. At the end of this process, user testing was conducted to gather 
feedback from users, leading to minimal adjustments to the application. After testing, documentation 
for users (help) was prepared to assist them in using the application, along with technical documentation 
for the development team related to the data model, code structure, and application architecture. 

7. Conclusion 

The developed application offers many possibilities for employees in creating class schedules for 
lectures and exercises. It is designed to be used by faculties and various schools. All employees and 
students can access the lecture schedule via their mobile phones, as the application meets all responsive 
design requirements. The proposed approach emerged as a result of a project task in the second cycle 
of studies at the Faculty of Philosophy, University of East Sarajevo, in the Mathematics and Computer 
Science program. The advantages of the proposed approach are as follows: a responsive application, 
the use of the latest technologies for development, the ability to apply it in cases where the schedule is 
not the same every week, and the capability for quick creation for each day and each week separately. 

Like any application, this one has the potential for further development. One suggestion for future 
enhancement is to create a communication feature that allows students to interact with the staff 
responsible for creating the schedules. This communication would involve students providing 
suggestions regarding the timing of specific classes. 
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Abstract: 
Many times, architectural decisions determine the future of an application. Among different 
distributed architectures, microservices and micro-frontends aim to support effort distribution 
between a larger number of development teams by separating functionality. This paper presents 
evaluation of the proof-of-concept Vet Clinic Box Monitoring App, which utilizes a micro-
frontend architecture. It discusses the design of the system and its components, focusing on 
modularity and scalability. Subsequently, it details the testing and evaluation procedures 
employed to assess the performance and reliability of the application. Our findings indicate the 
efficacy of micro-frontend architecture in enhancing development speed and overall user 
experience. Furthermore, this architecture supports system extension in an arbitrary way, such 
as inclusion of artificial intelligence applications for domain specific tasks. In our case, it led 
to a new concept of a Smart Pet Care Application. 
 
Keywords: 
Micro-frontend architecture, vet clinic box monitoring, web application 

1. Introduction 

The rise of micro-frontend architecture presents a promising solution to tackle the complexities 
inherent in constructing sophisticated web applications. The segmentation of extensive monolithic 
systems into smaller, self-contained frontend modules is a key aspect of micro-frontend architecture. 
By breaking down complex systems into manageable parts, developers can focus on individual 
components more effectively, leading to improved team independence. Each frontend module operates 
independently, allowing teams to work on different parts of the application without being constrained 
by dependencies or conflicts with other modules. This modular approach enhances agility and flexibility 
in development, enabling teams to iterate rapidly and respond quickly to changing requirements. 
Accelerated development timelines, and elevated user satisfaction are another significant benefit of this 
architecture. This paper presents an assessment of our proof-of-concept Vet Clinic Box Monitoring 
App, a web-centric platform designed to streamline veterinary clinic management, all crafted within the 
framework of micro-frontend architecture. It serves as a compelling example of how micro-frontend 
architecture can be used in modern web development practices. 

Our architectural decision was already proven during the evaluation of the proof-of-concept, the 
partner vet clinic presented an unexpectedly high customer appetite for features during the requirement 
evaluation period. 

2. Micro-frontend architecture 

Micro-frontend architecture is a concept in web application architecture that focuses on dividing the 
frontend into multiple smaller and independent parts. This approach allows developers to work on 
different parts of the web application independently, thereby increasing development speed and 
enhancing the application’s scalability. The architecture leverages frameworks that assist in the 
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development of micro-frontend-based applications. Figure 1 illustrates a micro-frontend application, 
where each part is its own frontend with its own build and testing phases and can be deployed to 
production independently of other parts of the application, as described in [1, 2]. For creating micro-
frontends, medium-to-large projects [3] with different teams are most suitable as it helps streamline the 
development process. Micro-frontends are often used for web projects since existing functionalities 
cannot be changed in native applications for iOS and Android, as mentioned in source [4]. 

 

 
Figure 1: Schema of the micro-frontend architecture. [5] 

2.1. Advantages of micro-frontend architecture 

Micro-frontend architecture offers a development approach [6] that is not tied to a specific 
technological stack, providing flexibility in design and overall development. Its characteristic 
advantages include [7]: 

• Code Separation: Micro-frontend frameworks facilitate code management and updates by 
dividing the code into smaller parts, making the entire project more manageable. 
• Innovation: Microservices and micro-frontend architecture allow for technology agnosticism, 
fostering innovation in technology selection. 
• Fault Isolation: Micro-frontend design provides an advantage in creating extensive 
applications. If a failure occurs in one of the micro applications [8], it does not pose any risk to the 
entire system. 
• Scalability: This architecture allows for adjusting the size of individual components of the 
system, for the necessary scaling up or down of the overall capacity of the application [9]. 
Application parts can be changed without affecting the overall speed of the online application. 

2.2. Disadvantages of micro-frontend architecture 

Unorganized use of micro-frontends can lead to unnecessary complexity as it requires understanding 
dependencies among different modules. When using them, it is also necessary to reconsider some 
negative aspects, such as [10,11]: 

• Operational Complexity: Higher costs and resource consumption are caused by separate 
deployment of development environments and servers when using micro-frontends. 
• Overhead: Necessary programs may cause issues for users with less powerful infrastructure. 
• Domino Effect: Due to the interdependency of technologies, the occurrence of an error in any 
technology may negatively impact overall performance. 

3. Comparison of software architecture 

For the utilization of multiple sensors simultaneously, among the three software architectures 
depicted in Table 1 below, micro-frontend architecture appears to be the most suitable. It can be 
observed that micro-frontends are like microservices but is more focused on the frontend part, and thus, 
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on the user interface. Each sensor will have its own micro-frontend, meaning that each will have its 
own source code and database. This division allows for better scalability, extensibility, and 
collaboration. 
 
Table 1: 
Comparison of monolithic, microservices and micro-frontends software architectures. 

Characteristic Monolith Microservices Micro-frontends 

Architecture Single application Service-oriented 
architecture Frontend division 

Scope One large application Independent services Small components 
for each sensor 

Scalability Vertical  Horizontal  Horizontal  
Development 

and maintenance More complex Less complex Simple  

Dependencies 
Strong dependencies 

between different parts 
of the application 

Weak dependencies 
between services 

Minimal or no 
dependencies between 
components 

Technologies Uniform technology 
for the entire application 

Different 
technologies for each 
service 

Flexibility in 
choosing technologies 
for each micro-frontend 

Security 

One large application 
requires a 
comprehensive security 
approach 

Security must be 
ensured at the level of 
each service 

Simpler security 
implementation for each 
micro-frontend 

4. Communication between micro-frontends 

The communication layer between micro-frontends largely depends on the type of composition 
chosen. According to the article [12], the goal of communication is to inform other micro-frontends 
about user interaction. To ensure that different teams are loosely coupled and to leverage independent 
deployment, communication must work at a level where individual interfaces, frontends, are not aware 
of the existence of others.  

Figure 2 describes various types of communication in micro-frontend architecture [13, 14]. The first 
point in the figure illustrates ways of communication within the frontend part of the application in a 
web browser. The second point illustrates how the frontend retrieves data from the backend part of the 
application. The last point demonstrates data replication between teams. 
 

 
Figure 2: Communication between micro-frontends. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

390



5. Vet Clinic case study 

The Vet Clinic Box Monitoring App consists of several distinct frontend modules, each tasked with 
handling specific sensor functionalities. These functionalities include measuring air temperature, 
humidity, noise levels, weight, and camera monitoring. These modules are developed and deployed 
separately, allowing teams to work autonomously and integrate their components seamlessly into the 
application. The micro-frontend architecture enables dynamic loading of modules at runtime, resulting 
in faster page rendering and improved user interaction. 

 

 
Figure 3: Application screens.  

 
Figure 3 is aimed at concluding the key features as views/screens identified during requirements 

elicitation. The system should provide features related to user identification (1,2,10), an overview of 
monitoring results (3), vet clinic box management (4,5), pet identification and management (6,7), real-
time camera stream connections (8) and time organization (9). 

The following subsections introduce the primary micro-applications within this web application, 
providing descriptions of their functionalities and implementations.  

5.1. Root-app 

Root-app serves as the fundamental micro-application, functioning as the primary entry point for 
launching the entire application. It is designed to provide an intuitive interface among the various sensor 
components of the application, incorporating essential navigation elements to facilitate integration with 
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other micro-applications. Additionally, Root-app offers a login interface allowing users to create 
accounts or log in using their Google accounts, implemented through the Firebase service. This 
component of the application also facilitates data monitoring generated by the sensors. Root-app plays 
a pivotal role in facilitating communication among all micro-applications. 

5.2. Root-config 

Root-config is a micro-application responsible for configuring the application. It contains a 
configuration file listing all micro-applications to be loaded. This file is utilized during application 
startup for dynamically loading and initializing individual sensor micro-applications. 

5.3. Sensors 

Sensor micro-applications, such as Temperature, Weight, and Humidity, represent standalone 
entities. Each of these applications is written in TypeScript and utilizes the React framework. Individual 
micro-applications handle the display and subsequent processing of data from specific sensors. For each 
sensor, a separate micro-application is designed, which is independent and has minimal dependencies 
on other micro-applications. This enables easy addition of sensors to the system without significant 
modifications to existing parts of the application. Real physical sensors are not used in the 
implementation; instead, they are simulated with mock data for the purposes of this proof-of-concept. 

There were numerous challenges identified related to the sensors, such as their required 
independence from pets. This contributes to a further improvement in the sensor implementation and 
variety. 

6. Evaluation and testing 

To ensure the proper functioning of the Vet Clinic Box Monitoring App, testing is essential, forming 
an integral part of software development to guarantee its quality, reliability, and efficiency. For the 
testing of this web application, automated testing has been chosen, primarily focusing on end-to-end 
tests using the Jest tool. This approach allows for repeated testing of the application without the need 
for manual intervention. In this way, it ensures that the application will continue to function correctly 
even after the addition of new features or potential updates.  

The results of automated testing have confirmed that the application functions correctly and is ready 
for deployment and subsequent use. These are evidenced by the following testing outcomes: 

1. Comprehensive Testing: All major components of the application underwent thorough testing 
using various test scenarios covering essential functionalities. This ensured that all features are 
subjected to testing. 
2. No Errors or Deficiencies: The absence of errors or deficiencies throughout the testing process 
represents success. This verifies that the application is stable and reliable, which is a key factor in 
ensuring a positive user experience. 
3. Requirement Fulfillment: The test scenarios successfully confirmed that the application meets 
the requirements set forth in the initial development phase. This fact confirms that the application is 
ready for deployment and usage. 
Principles of micro-frontend architecture were used to integrate multiple micro-frontends into a 

single web application. This approach allows for the creation of a unified application comprising several 
independent micro-applications.  

Figure 4 illustrates the result of such integration, where highlighted sections represent individual 
micro-frontends. Each of these micro-frontends is responsible for displaying data from a single sensor 
located in an animal box. The remaining portion of the screen displays the main part of the application, 
i.e., the root-app, which includes a navigation menu and basic information about the animal patient and 
its owner. 
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Figure 4: Application division into micro-frontends.  
  

Figure 5 includes selected screenshots of the Smart Pet Care application, which is aimed at being 
the final product of our research and development. 

 

 
a) Dashboard 

 

 
b) Camera view 

Figure 5: Application screenshots. 
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One of the key benefits of micro-frontend architecture is its enhanced maintainability. It evaluated 
the ease of maintenance by examining the process of updating individual modules, adding new features, 
and fixing bugs. The modular nature of the architecture allowed for independent development, reducing 
the risk of introducing regressions and conflicts. Furthermore, versioning and dependency management 
mechanisms facilitated seamless integration of updates across modules. 

7. Conclusions 

In conclusion, our systematic evaluation of the Vet Clinic Box Monitoring App demonstrates the 
effectiveness of the micro-frontend architecture in building scalable, reliable, and maintainable web 
applications. The modular design enables teams to work autonomously, accelerates development 
cycles, and improves overall user experience. The successful implementation of micro-frontend 
architecture in this case study underscores its potential in web application development, particularly in 
domains like veterinary clinic management where real-time monitoring and seamless integration of 
sensor data are critical.  

The assessment revealed several key insights that underscore the effectiveness of micro-frontend 
architecture in building scalable, reliable, and maintainable web applications. The modular nature of 
micro-frontend architecture significantly enhances maintainability. By breaking down the frontend into 
independent micro-applications, development becomes more manageable. This modularity reduces the 
risk of conflicts and regressions, as updates can be implemented independently. Versioning and 
dependency management mechanisms further ensure seamless integration of updates, simplifying 
maintenance tasks and promoting stability over time.  

Moreover, micro-frontend architecture offers unparalleled scalability and flexibility. This 
architecture allows for the easy addition of new sensors or functionalities without extensive 
modifications to existing components. Each micro-frontend operates autonomously, enabling teams to 
work on different parts of the application independently. This flexibility is crucial for accommodating 
future expansion and adapting to evolving user needs, ensuring that the application remains agile and 
responsive to changing requirements. 

Additionally, the comprehensive testing procedures confirmed stability, reliability, and adherence 
to requirements of the Vet Clinic Box Monitoring App. Automated end-to-end testing using tools like 
Jest ensured thorough validation of essential functionalities. These positive testing outcomes instill 
confidence in the deployment and usage of the application, affirming its readiness for real-world usage. 
While the study provides compelling evidence of the benefits of micro-frontend architecture, there 
remain avenues for future research and optimization. Further exploration could focus on refining 
communication patterns between micro-frontends, optimizing resource utilization to mitigate 
operational complexities, and investigating techniques for enhancing security in distributed frontend 
architectures.  

In summary, the Vet Clinic Box Monitoring App exemplifies the transformative potential of micro-
frontend architecture in web application development. By embracing modularity, scalability, and 
autonomy, micro-frontend-based solutions offer a promising paradigm for building next-generation 
web applications that deliver superior user experiences and adaptability to changing requirements. 

During the requirement engineering process, we faced common domain challenges. Later, the so-
called customers’ appetite rose unexpectedly fast, which turned out to be the proof of the initial 
architectural decision using micro-frontend architecture in our solution. There is still work in progress 
to implement artificial intelligence techniques and models [15] to achieve a Smart Pet Care App. 
Because of the right decision, all new system components can be either developed independently or re-
used from independent systems after wrapping them to fit our component structure. 
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Abstract: 
The development of digital payment services has significantly transformed the way everyday 
transactions are conducted, offering greater flexibility, speed, and convenience. Over time, 
digital payments have become an essential tool in modern business, pushing physical cash to 
the background due to the numerous advantages they provide. However, as these services 
become more widespread, the number of potential risks that users face is also increasing. 
Threats such as fraud, data theft, and unauthorized access pose serious challenges to the 
security of digital payment systems. This paper aims to assess the level of trust in the security 
of digital payments and explore the presence of risks and fraud within these systems. 
 
Keywords: 
digital payment services, risks, security 

1. Introduction 

The retail sector has undergone significant evolution towards digitalization in recent decades. This 
process began with the advent of the Internet, which enabled access to global information and connected 
consumers to various markets. Over time, the integration of innovative digital technologies, business 
models, and platforms has become crucial for the development of a multilayered market. These changes 
have shaped the way people make purchases and, consequently, their consumer habits, leading to the 
widespread adoption of digital services [1]. 

Digital payment, also known as electronic payment, is a modern method of conducting transactions 
through digital platforms. This form of payment is characterized by the absence of physical cash, and 
instead, digital channels are used to send and receive money [2], [3]. All transactions in digital payment 
are carried out via the Internet, making this method fast and convenient for users. To perform digital 
payments, both the payer and the recipient must have a bank account and access to appropriate digital 
devices such as mobile phones, computers, or payment cards [3]. 

1.1. Risks in digital payments services 

With the increasing use of digital commerce, users face a range of risks while browsing online stores 
and making decisions about electronic payments [1]. Some of the most common risks in digital payment 
and commerce include mobile malware, phishing, physical theft, data extraction, duplicating SIM card 
and credit card fraud [4]. 

• Mobile phone viruses attack private messages and operating systems [4], and they most 
commonly spread via Bluetooth and MMS [5]. While Bluetooth viruses can affect a wide base of 
vulnerable users, their spread is limited by the short range and the dynamic movement of people. 
Unlike Bluetooth viruses, MMS viruses use a topological spreading approach that does not depend 
on user movement, allowing the virus to quickly infect a large number of devices. However, their 
spread is limited by the presence of different operating systems on devices, which divides the user 
network and makes it harder for the virus to reach all devices [5]. Viruses can lead to the theft of 
sensitive data and financial losses [4]. 
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• Phishing attacks are used to deceive users into revealing confidential information, such as 
banking details, often through fake websites, emails, or SMS messages [4]. Attackers continuously 
refine their methods, creating fake websites that resemble legitimate ones, which further increases 
the risk of fraud. Phishing often leverages publicly available personal information to target specific 
victims, particularly in spear-phishing attacks, where the attacks are based on data such as banking 
details or recent online purchases. Many phishing attacks also involve viruses like worms or trojans, 
which compromise the security of devices and enable further attacks [6]. 
• Physical theft poses a serious risk as it allows thieves access to critical devices and information 
related to digital payments, such as bank cards, identification documents, or mobile phones used for 
transactions [4]. This type of threat can occur through hardware theft, vandalism, or unauthorized 
access, which can result in the loss of sensitive data [7]. 
• Data extraction is a threat that involves using bots to collect sensitive information from 
websites, often for the purpose of resale or misuse. The process includes identifying targeted URLs 
and parameters, deploying data extraction tools that can overload servers and reduce performance, 
as well as gathering content and databases for further analysis and potential abuse [8]. 
• SIM card cloning allows fraudsters to duplicate the functionality of the original card [4]. Older 
SIM cards, especially those with weaker security algorithms, are particularly vulnerable to these 
attacks [9]. However, despite modern SIM cards having self-destruct mechanisms that limit the 
number of decryption attempts, attackers continually develop more sophisticated methods for 
cloning [9]. The consequences of SIM card cloning include financial fraud, such as access to bank 
accounts and unauthorized transactions, which can lead to monetary losses. Personal data from the 
cloned SIM card can be hacked, and attackers can use the cloned card to commit fraud and open 
credit in the user's name. Additionally, the user's contacts may receive suspicious messages, leading 
to further issues [10]. 
• Credit card fraud occurs when fraudsters use someone else's financial information to issue new 
cards or take control of existing accounts. Fraud can also happen through the theft of a new credit 
card before it reaches its owner. The use of a lost or stolen credit card for illegal purposes is another 
common form of fraud. Additionally, fraud can arise when fraudsters use unlawfully obtained 
personal information and bank accounts to gain control of a bank account. In this way, fraudsters 
impersonate the true cardholders, requesting mail to be redirected to a new address or reporting the 
card as lost. Furthermore, the creation of fake and counterfeit cards poses a significant threat [11]. 

1.2. Risk perception 

Previous studies by authors such as Jacoby, Kaplan and Mitchell have indicated that risks 
significantly influence users' decisions regarding the use of digital payment services. Risk perception 
in digital payments is a complex and dynamic process that depends on numerous factors. A decrease in 
risk perception directly increases users' trust in digital payment services. Trust, as Costa points out, is 
linked to vulnerability, expectations, and individual control, making it a key factor in decision-making 
related to digital payment services. Trust in institutions providing digital payment services also plays a 
significant role. The credibility of such companies can be established in various ways, which enhances 
consumer trust in their security during digital transactions. However, insufficient awareness of the risks 
can lead to the avoidance of these services. Additionally, concerns about personal data frequently cause 
users to abandon online transactions. Furthermore, previous experiences have a considerable impact on 
users' risk perception. Positive experiences can increase trust in digital services, while negative 
experiences often lead to caution and doubt regarding future transactions. In this regard, it is certainly 
important to take appropriate security measures to ensure that users feel safe when making digital 
payments [5]. 

2. Research methodology 

The research addresses the challenges of digital payments in Serbia, with a particular focus on how 
users perceive risks related to digital payment services. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

397



The following presents the survey questions from this research, along with the respondents' answers, 
in which they expressed their views on the risks of digital payments. This research involved 100 
participants who are users of digital payment services. 

For the first question, "How often do you use digital payment services?", 31% of respondents 
indicated that they use digital payment services several times a month, 27% use them several times a 
week, 23% use them rarely, and 19% use them everyday. 

 

 
Figure 1: Answer the question "How often do you use digital payment services?" 

 
The second question, "How secure do you feel when making payments via digital payment 

services?" offers a rating scale from 1 to 5, where 1 represents "not at all" and 5 represents "very secure". 
The largest number of respondents, 39%, rated their sense of security as 4. The next largest group, 31%, 
gave a rating of 5. 18% of respondents rated their security level as 3, while 9% gave a rating of 2, and 
only 3% rated their security as 1. 

 

 
Figure 2: Answer the question "How secure do you feel when making payments via digital payment 
services?" 
 

In response to the question, "How familiar are you with the various threats and risks associated with 
digital payments?", 66% of respondents stated that they are partially familiar with the threats and risks 
in digital payments, while 29% reported being completely familiar with these risks. Only 5% of 
respondents indicated that they are not at all familiar with the risks. 
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Figure 3: Answer the question "How familiar are you with the various threats and risks associated with 
digital payments?" 
 

Based on the responses to the question, "Have you ever been a victim of any of the following risks 
in digital payments: mobile malware, phishing, physical theft, data extraction, duplicating SIM card or 
credit card fraud?", it can be concluded that as many as 90% of respondents have never been a victim 
of any of these risks, while the remaining 10% reported having directly encountered some risk. 

 

 
Figure 4: Answer the question "Have you ever been a victim of any of the following risks in digital 
payments: mobile malware, phishing, physical theft, data extraction, duplicating SIM card or credit 
card fraud?" 

 
In response to the question, "Have you ever avoided online shopping or payments due to concerns 

about the security of your data?", 68% of respondents answered affirmatively, indicating that they have 
indeed avoided online shopping or payments due to security concerns, while 32% have never avoided 
online shopping or payments for such reasons. 

 

 
Figure 5: Answer the question "Have you ever avoided online shopping or payments due to concerns 
about the security of your data?" 

 
In response to the question, "How often do you take certain steps to protect your own data in digital 

payment systems (using strong passwords and PINs, avoiding suspicious apps and links, regularly 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

399



updating, avoiding public Wi-Fi networks, etc.)?", the answers are as follows: 52% of respondents 
answered "very often," 42% responded "rarely," and 6% said "never." 

 

 
Figure 6: Answer the question "How often do you take certain steps to protect your own data in digital 
payment systems (using strong passwords and PINs, avoiding suspicious apps and links, regularly 
updating, avoiding public Wi-Fi networks, etc.)?" 

 
For the final question in the survey, "How much trust do you have in institutions that provide digital 

payment and transaction services?", 39% indicated they have partial trust, 37% reported having quite a 
lot of trust, 14% expressed only a little trust, 9% said they trust these institutions completely, while 1% 
stated they do not trust them at all. 

 

 
Figure 7: Answer the question "How much trust do you have in institutions that provide digital 
payment and transaction services?" 

3. Comparation with Visa’s study 

The survey "Plaćaj bezbedno" conducted by Visa in 2023 revealed that Serbian citizens exhibit a 
high level of caution regarding online payment security. The analysis showed that they are among the 
most cautious in the region concerning fraud in digital transactions. Supporting this is the fact that only 
28% of respondents had encountered any form of risk in this area, the lowest percentage compared to 
other countries surveyed. Over half of the participants (52%) believe they can identify threats and risks 
in digital payment services. The study also found that users in Serbia are highly skeptical of messages 
related to financial winnings, package statuses, free gifts, or password requests. However, they tend to 
overlook key indicators of fraud, such as suspicious email addresses and grammatical errors, which are 
significant warning signs [12]. 

The conducted research described in the paper revealed certain similarities with Visa's study 
regarding the perception of risks associated with digital transactions. Like in the Visa study, respondents 
exhibited a high level of caution, with as many as 68% admitting to having avoided online shopping or 
payments at least once due to security concerns. This caution is accompanied by a feeling of insecurity, 
as most respondents, while generally confident, admitted that they do not feel entirely secure when 
conducting digital transactions. Furthermore, respondents' trust in institutions providing digital payment 
services shows a certain degree of reservation, with most indicating partial trust in these institutions. 
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Additionally, 52% of respondents in this study often take security measures to protect their personal 
data within digital payment systems. The respondents also emphasized that they are generally at least 
partially aware of the risks associated with digital payment services, with 29% stating they are fully 
aware of such risks. Accordingly, only 10% of respondents reported being victims of any security risk 
related to digital payments, which indicates a relatively low incidence of security issues in the realm of 
digital payment services, but also highlights the need for raising awareness about risks and improving 
security practices. 

4. Conclusion 

Research conducted in this work indicates that digital payment services in Serbia provide a relatively 
high level of security, although full protection has not yet been achieved. The risks in this field are 
largely recognized but rarely manifest in practice, pointing to the effectiveness of existing security 
mechanisms. However, the presence of potential risks remains a barrier to the wider adoption of these 
services, particularly due to concerns about data protection. Furthermore, the existing partial trust in the 
institutions offering these services highlights the necessity for more sophisticated strategies to enhance 
security. Accordingly, further efforts in improving security mechanisms, along with educating about 
risks, can enhance safety and reduce potential threats in the context of digital payment services. 
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Abstract: 
The rapid development of technologies and a faster way of life introduce artificial intelligence 
and machine learning into all aspects of life. The problems of pollution and global warming 
have plagued the planet for more than a century, and are the result of excessive consumption 
of fossil fuels. The last decades have brought innovations in the heating of smaller buildings, 
heating fuel oil and coal are being shut down, and boilers with automatic gas and biomass 
heating are being introduced. This significantly reduces pollution, but not enough. Hence the 
need for greater application of artificial intelligence and machine learning in combustion 
control in boilers with automatic firing. This paper presents a description of the experimental 
application of artificial intelligence, machine learning and neural networks to the ATI Terming 
Ozone 55 boiler and a brief summary of the results obtained. 
Keywords: 
neural networks, machine learning, boilers, pellet 

1. Introduction 

Today, when we are faced with uncontrolled pollution, and at the same time the sale of boilers with 
automatic firing is expanding, we must take care of saving the fuel that the boiler consumes. By 
increasing the degree of fuel utilization, we reduce the emission of harmful gases into the atmosphere, 
reduce the consumption of biomass or fossil fuels used, and thus have a positive impact on the 
environment and increase the quality of living conditions. Neural networks, although they were 
presented as a mathematical model in the middle of the twentieth century, are experiencing their full 
expansion only today, at the end of the first quarter of the twenty-first century. The application of neural 
networks is very broad, there is almost no area in which they did not play a key role in the functioning 
of automatic control systems, object recognition, decision-making systems and many other areas we are 
surrounded by.[1] The application of neural networks in the combustion management of boilers with 
automatic firing is almost negligible. There is almost no research on this topic in papers and practical 
applications. The application of neural networks itself could be reflected in the automatic calibration of 
combustion control systems. [2] Therefore, the problem of controlling the operation of boilers with 
automatic ignition is very current, and the application of neural networks and machine learning to 
manage the calibration during operation would provide significant savings in fuel consumption, thus 
contributing to the reduction of harmful effects on the environment and improving the quality of life. 

2. Problem definition 

Safe and stable operation of boilers has been a challenge since ancient times, and combustion is the 
basis of work, and therefore it is necessary to monitor the state of combustion in order to ensure 
economical operation of boilers. [3, 4] Increasing economy leads to better fuel utilization, which 
undeniably results in a positive impact on the human environment. Until now, combustion monitoring 
systems have determined whether the particles are on or off, but they have not learned from the 
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measured parameters and improved the combustion parameters. A system that would effectively solve 
the combustion problem could ensure safe and economical operation of boilers. [2] Although there are 
systems with better results (GBR model[5]), using knowledge from the field of neural networks for 
application in combustion control in boilers with automatic ignition would greatly improve the degree 
of fuel utilization, ensure more stable operation of boilers, which would lead to significant energy 
savings, and thus would help preserve the environment, reduce the emission of harmful gases, reduce 
the amount of ash and reduce the consumption of biomass and fossil fuels, which are decreasing every 
day on planet Earth. 

The number of devices connected to different Internet servers around the world is growing rapidly. 
Gartner's research supports this, according to which there were over twenty billion connected Internet 
devices in 2015.[6] Today, that number is around 27 billion, while according to research by IHS Market, 
in 2030 it will be as much as 125 billion. [7] Then, the problem of impaired air quality, which is a 
consequence of the emission of harmful substances from industrial and thermal power plants, local 
boiler houses, traffic, which initiates various researches with the aim of analyzing and evaluating the 
emission of gases and the impact on air quality, and finding solutions for improvement and control. air 
quality. [8] Global warming and climate changes, impacts on the melting of ice caps, disappearance of 
plant and animal species - all of the above lead to the inevitability of building cheap hardware and 
software monitoring solutions that would be an integral part of every energy system. 

The above leads to the need to develop a model that will unite artificial intelligence and the basic 
life needs of the population. The paper before you describes one of the possible applications. 

3. Research methodology 

After researching the literature on the application of neural networks in object recognition and 
reading the literature, the idea arose that they can also be applied to solving other problems. [1] In 
parallel with that during the 2019/2020 heating season. a problem was seen with boilers with automatic 
ignition, which was reflected in unusual shutdown and impossibility of ignition. Then comes the idea 
that neural networks and machine learning can be applied in troubleshooting. [2] 

By monitoring the operation of the boiler during the 2019/2020 heating season, it was determined 
that whenever pellets from another manufacturer are introduced, there is a stoppage in operation. Then 
a reason is sought for the uncontrolled shutdown of the boiler and the impossibility of automatic 
ignition. It is recognized that the automation system that works according to already defined parameters 
for the quality of wood pellets cannot work with pellets of lower quality. When pre-calibration is carried 
out in order to burn pellets with higher humidity or lower heat value, the problem of uncontrolled 
overheating occurs in the event of encountering pellets of better quality. Here comes the idea of 
introducing a recalibration system during combustion. [9] 

Inevitably, there was a need for a system that could take input pellet quality and perform an 
independent recalibration during operation to eliminate the major stall problem. 

In order to adequately approach the finding of causes and possible solutions, the issue of monitoring 
the operation of the boiler was imposed. The possibility of using one of the existing data recording 
systems was analyzed. After a comprehensive review of the complexity, it was decided to implement a 
special purpose system that will collect data from sensors that are embedded in the boiler system in a 
way that does not disturb the system and has no contact points with combustion. For the experimental 
data collection, which has been carried out since March 2022 and is still ongoing, an Arduino Uno was 
used to which K-type temperature probes, humidity meters and gasometers are connected. Temperature 
probes are placed at the probe points that control the operation of the boiler, but also directly under the 
firebox, in the smoke channel one meter above the smoke exit from the boiler, as well as for measuring 
the external and internal air temperature. Humidity sensors monitor the relative humidity of air and 
pellets. Gas sensors are placed in the chimney to measure the amount and type of gases that are a product 
of combustion. By May 2022, the system has undergone a series of hardware and software changes to 
adapt for more accurate and purposeful measurements. Experimental measurements for the research 
part are carried out from October 2022. [9]  

In parallel with the development of the hardware used in the measurements, the selection of a 
mathematical model that would describe the system began. Herein lies the difficulty that is reflected in 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

403



predicting the functioning, order and size of the system. This is important so that they can start 
collecting data. 

By searching for possible mathematical models, we came to the conclusion that a dynamic system 
with an input and an output where time is discretized can be modeled most easily using the unit 
difference: 

 
 𝑦(𝑡) = 𝑓 (𝑦(𝑡 − 1), 𝑦(𝑡 − 2),… , 𝑦(𝑡 − 𝐷𝑦), 𝑢(𝑡 − 1), 𝑢(𝑡 − 2),… , 𝑢(𝑡 − 𝐷𝑢))  ( 1 

) 
 
where knowledge of the model function, 𝑓 is the goal of the task of modelling.  Here, two important 

values indicating the size of the problem are 𝐷𝑦 , the order of the autoregressive dependence of 𝑦(𝑡) , 
and 𝐷𝑢 , the order of the transregressive dependence of 𝑦(𝑡) on 𝑢(𝑡). It is quite possible that these 
dependencies stretch back into the infinite past. However, in practice, to have a useful representation of 
the system, these numbers should be finite. [10]  

4. Experiment and results 

A recurrent neural network was used for data processing. Recurrent neural networks represent a 
network architecture specialized for processing sequential data, such as natural language sentences and 
time series. Convolutional networks can also be used for sequential data. The current trend is to reduce 
the use of recurrent networks and to increasingly insist on the use of convolutional networks even in 
situations for which recurrent networks seem like a natural solution because they are not easy to train. 
[11] Nevertheless, in the work, a recurrent neural network was trained in order to check its influence 
on the operating parameters of boilers with automatic firing.  

Note that the recurrent neural network determines one sequence element at a time. We bring a set of 
measured values to the input and after that we start the calculation. The next mesh is added only after 
the calculation for the previous mesh has already been performed. A recurrent network maintains a so-
called hidden state (vector h) and has the current hidden state at each step. For a given input, based on 
that input and the current hidden state (eg h0 and k1 ), it computes a new hidden state as a linear 
combination of the matrices U and V with the vectors of the current hidden state and the current input. 
An activation function is applied to the obtained result and thus a new hidden state is obtained. An 
activation function is applied to the obtained result and thus a new hidden state is obtained. After that 
comes a new set of measurements (k2), based on the current state (h1) and the representation of the set, 
with the help of the same matrices U and V, linear transformations are performed, activation functions 
are applied and a new state (h2) is obtained, and so on for all measurement sets. At each step, some 
output can be generated from the hidden state. [9]   

5. Discussion of the results 

The discussion of the results cannot begin before we point out that The neural network training phase 
incorporates several internal processes and elements, which ensure proper handling and parametrization 
of the training phase. 

 
1.Number of epochs – Each epoch represents passing the entire dataset forward and backward 

through the neural network once. Number of epochs is set to 100 for the purposes of the training outlines 
by this approach. 

2.Batch Size – Number of instances processed together before the update of neural network’s 
parameters [12]. Batch size is set to 256, due to the large number of network flow instances. 

3.Callback for Learning Rate Reduction – Learning rate influences the size of adjustments made to 
the model weights based on the calculated gradients. This callback ensures dynamic reduction of 
learning rate, enhancing and speeding up model’s convergence. 

4.Callback for Early Stopping – Callback which prevents unnecessary computations and therefore 
overfitting. After 7 unsuccessful epochs, training phase is terminated and weights from the model’s best 
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performing epoch are selected and restored as they encapsulate model’s optimal state achieved in the 
training phase, for further model’s performance evaluation. Complete system recommended and 
projected by the approach to the methodology given by this paper is presented by Figure 1, 
encapsulating the entire approach for effective neural network training. [13] 

 
Figure 1: Complete methodology 

 
The carefully designed methodology integrates multiple components to ensure correct and effective 

neural network’s training and evaluation in case of network intrusion detection. The strategic 
combination of parameters such as the number of epochs, batch size and callbacks ensure both effective 
and performance-oriented training phase. 

 
By using this model, and after comparing the results, deviations between the computationally 

obtained hidden states and the actual measured values were seen. By increasing the number of 
measurement points, the error decreased.  

 

 
Figure 2: Comparison of measured values and values obtained by calculation 
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The graphic above shows the relationship between measured values and values obtained by 

calculation, it can be seen that the calculated value generally follows the measured value, but there is 
an error. In this research, the neural network obtained an approximate value to the measured value. The 
error decreased with the number of measurements. And in some cases, the neural network of this type 
gave results that are not in agreement with the measured results.  

6. Conclusion 

The development of a model of neural networks that will be applied to optimize the control 
parameters of boilers with automatic firing can lead to a significant reduction in fuel consumption and 
an increase in the degree of fuel utilization. Forecasting the temperature of the combustion chamber, 
the energy power of the pellets, the amount of oxygen in the air mixture can significantly improve the 
operation of the heating system, thereby increasing the comfort of the population and contributing to 
environmental protection. [9] The importance of the development of algorithms and machine learning 
today is inevitable. All engineering solutions that are used must contain an artificial intelligence 
component in their software part, which is also the conclusion of this work. 

A big problem in the development of this model is the short period of operation of the boiler, which 
is contributed by uneven weather conditions. We see the need to develop a model that, in addition to 
the parameters necessary for fire maintenance and pellet quality monitoring, will also include 
parameters related to the climatic conditions of the microregion where the measurements are made. 

7. Proposal for further work and other research 

To all researchers working on this topic, we offer, as a team, selfless cooperation and the desire to 
exchange information and further work on improving the model. In addition, after the completion of 
the first phase of the project, all obtained results will be posted publicly on the file server. 
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Abstract: 
The paper aims to systematically present the role that adaptive technologies have in the 

process of revolutionizing education. The need for change in education is well established 

and it leads to the process of searching the way of achieving that goal. Searching for 

solutions in the technology field as well is intuitive but it comes with many benefits and some 

additional challenges that need to be taken into account. The paper dwells into the 

complexity of these solutions and tries to gain better insight into the limitations and 

possibilities that technology offers in education. Results of the research show that major 

benefits are associated with the personalization of the learning process that helps students 

acquire knowledge and achieve better academic results.  

Keywords: 
Education, adaptive technologies, change, digitalization, ChatGPT. 

1. Introduction 

The changes in market demand and the jobs that emerge require that education transforms as well, 

and adapts to the new needs of the students. One of the ways to achieve that change is through 

technological solutions and processes that it allows. Learning analytics, artificial intelligence, 

machine learning, intelligent tutors, adaptive controls, and strong interactive learning materials are 

examples of emerging technologies that make personalized and adaptable learning possible [1]. The 

key aspect that needs to be taken into account is to underline the reasons why education needs change 

and how that change needs to be both aligned and supported with the advancements in the field of 

technology. The well-established concept for ages is that teaching needs to be adapted to students’ 

interests and personal traits. 

 Adaptive learning refers to technologies that dynamically adjust to the level or type of course 

content based on an individual’s abilities or skill attainment, in ways that accelerate a learner’s 

performance with both automated and instructor interventions [2].  
From the creation of adaptive learning applications to the deployment of adaptive learning 

systems, the benefits of adaptive learning and the outlook for adaptive learning 3.0's future 

development persuade that adaptive learning is the best approach to individualized learning and to 

provide students with a productive, efficient, and enjoyable learning environment [3]. 
Another way of addressing this topic is perceiving "adaptive learning" as a pedagogical approach 

that uses cutting-edge technologies, especially machine learning algorithms, to customize teaching 

methodologies, educational content, and assessment techniques for each student. Based on each 

learner's performance, preferences, degree of knowledge, and preferred method of learning, it seeks to 

modify the learning process in real-time [4]. To improve learning experiences in particular 

educational contexts, educators and practitioners need to be prepared to use AI technology and 

applications successfully. Furthermore, it is crucial to investigate how conventional abilities like 

creativity, teamwork, and critical thinking may be incorporated and fostered in AI-driven learning 

environments [4].  
Adaptive learning systems use a range of learning strategies, including item machine learning and 

artificial intelligence, to personalize the learning process. The Adaptive Learning System was 

developed to allow students to design their own customized teaching tactics provided they have 

access to a computer, allowing them to take advantage of a one-on-one teaching model at a cost-

effective price and provide each student with their virtual teacher [4].  
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The increased interest is noted in the paradigm shift in education that shows that it is 

acknowledged that adaptive learning increases learning efficiency and reduces cognitive overload 

[5]. It is clear from that point of view that adaptive technologies have a lot to offer in the educational 

field. The following part of the paper aims to systematically elaborate on how adaptive technologies 

change the learning process and contribute to a more adequate education system.  

2. Adaptive technologies in education  

2.1. Need for change  

The traditional educational model has several drawbacks. First of all, the one-size-fits-all strategy 

ignores the variety of learning preferences and styles that exist within a student body. A standardized 

curriculum frequently ignores the distinct cognitive styles, strengths, and growth opportunities that 

each learner possesses. Students may become disengaged and unmotivated as a result of finding 

particular subjects difficult or boring. Second, the standard methodology doesn't take into 

consideration how quickly different students pick up concepts. Because of this, the pace of instruction 

and the various learning rates in a classroom are out of sync, leaving certain pupils unchallenged 

while others find it difficult to keep up [6]. Instruction has historically taken a "one style fits all" 

approach in today's typical e-learning environments, meaning that every student is exposed to the 

same learning processes. Students' varying learning preferences and styles are not taken into 

consideration in this kind of instruction. Personalized learning, in which education is tailored to each 

student's unique requirements and learning preferences, has been made possible and facilitated by the 

advent of e-learning technologies [7].  
 

 
Figure 1. Role of technology in revolutionizing education.  

 

Figure 1 shows how adaptive technologies are the first step for opening other possibilities 

connected to technological advancements that can further improve and modernize the learning 

environment which is of great importance for meeting students' needs. It is important to underline 

why changes should be introduced in the field of education, and also what are some of the most 

significant barriers.  

2.2. Benefits  

To address the way adaptive technologies can change teaching and learning processes, the benefits 

should be carefully noted. One of the major benefits is related to the possibility of achieving a 

personalized learning experience. Algorithms help to determine gaps in student knowledge and to 

provide recommendations for learning materials and lessons that address those gaps [6]. The findings 

showed that, in comparison to the non-adaptive system, the students in the adaptive system obtained 

greater scores in less time [8]. The goal of the personalized learning strategy is to give each student 

an efficient, effective, and tailored learning path so they may all take part in the process [7]. Adaptive 

learning programs help students overcome personal learning obstacles by offering courses tailored to 

their individual needs, including learning preferences [7]. 
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The benefits are present in diverse learning environments and possibility to overcome language 

barrier by using adaptive learning technologies. It can help enhance students’ engagement and 

learning outcomes. By responding to inquiries, giving information, and making tailored learning 

recommendations, Amazon Alexa, a voice-activated virtual assistant, provides easily available 

educational materials and assistance. Learning is becoming more efficient and enjoyable thanks to 

these AI-driven tools that are changing the educational scene [6]. Students with different learning 

needs, styles, and capacities can receive specialized support from AI-powered solutions. For instance, 

AI-powered text-to-speech and speech-to-text programs can help students with impairments by 

increasing the accessibility of instructional materials. Additionally, AI can promote inclusivity in 

multicultural classrooms by providing real-time translation and language learning support, thereby 

removing language barriers [6].  
Many studies in specific areas of education noted progress in groups of students in which adaptive 

technologies were used. Students better understood the content of the class and acquired knowledge 

better. One of the reasons for these beneficial outcomes is that adaptive technologies increase the 

intrinsic motivation of students [8].  
Active learning, psychological motivation to learn, leveraging past experiences, and effective use 

of online technology are characteristics of successful and engaged online learners. Additionally, they 

are skilled at both cooperative and self-directed learning and have outstanding communication skills 

[7]. 

 
Figure 2. Benefits of Adaptive Learning.  

 

Some of the major benefits are summarized in Figure 2. It also provides insight that learning using 

adaptive technologies as a student may be significant for a period of employment and further learning 

endeavors.    

Benefits are expected and analyzed also in the scope of the specific types of adaptive technologies. 

In the new digital era, mobile technology will allow educational institutions to make use of several 

aspects that will be very helpful to both teachers and students, including flexibility, ubiquity, and 

portability in learning. Educational institutions and their instructors should create creative teaching 

strategies to capitalize on students' enthusiasm and the advantages of mobile learning [9]. One of the 

important benefits associated with the introduction of learning via mobile is that it includes activities 

that motivate students to actively create new concepts or ideas using what they already know and 

what they learn. For instance, m-learning enables students to modify current mobile capabilities to 

suit their requirements, explore their hobbies, and create their learning. Mobile gadgets foster 

cooperation and communication between students, teachers, and teacher-students as well as provide 

educational socializing at a distance. Activities that support educators in organizing materials for 

educational activities. There are programs designed to assist educators in connecting pedagogy and 

material to the features and objectives of certain mobile applications, and there are mobile resources 

that could aid educators in comprehending and cultivating new literacies [9].  
Recently the focus has frequently on the usage of ChatGPT in classes as a tool to support students' 

learning and adapt it to their needs. Some of the expected benefits are the following. All things 

considered, integrating ChatGPT into the educational process gives teachers and students access to 
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individualized learning opportunities, effective and efficient resource utilization, and adaptive 

learning strategies that improve learning outcomes for everyone in line with constructivist theory. 

Students can participate in discovery learning by developing their critical thinking and problem-

solving abilities, and teachers can use prompts to speed up the learning process instead of using a 

didactic method [10]. Promoting individualized and interactive learning, creating prompts for 

formative assessment exercises that offer continuous feedback to guide instruction, and more are just 

a few advantages of ChatGPT [11].  

2.3. Challenges  

Aside from the many benefits that are listed, some challenges also need to be addressed so that 

more real insight into the usage of adaptive technologies in education may be achieved. Bias is one of 

the main issues since AI systems may inherit biases from biased training data or faulty algorithms, 

which could lead to unfair treatment and the continuation of current student inequities [6]. 
Furthermore, privacy is a major worry because AI can gather and analyze enormous volumes of 

student data, which raises valid questions about how to preserve and use this sensitive data 

appropriately. AI can provide individualized learning experiences, but it cannot take the place of 

human connection in the classroom. Concerns around privacy and information security may be the 

cause of the slow adoption of mobile technology [9].  
For children to grow holistically, they need social interaction, emotional support, and feedback 

from peers and teachers [6]. Some of the limitations of this technology are battery life, storage 

capacity, and memory limitations. Small screens and low mobile storage capacity restrict the quantity 

and kind of information that may be shown. Wireless bandwidth is constrained, and as the number of 

users increases, it may deteriorate [9]. 
The problems that arise from using this technology are related to the applications' content and the 

skillfully created m-learning activities. Educational institutions have a significant role to play in the 

successful implementation of m-learning, even if teachers and students are ultimately responsible for 

its proper use. The physical features of mobile devices should be taken into account because their tiny 

and constrained input and output interfaces are undoubtedly a problem [9].  
Discussing the mentioned usage of ChatGPT the possibility that data is not accurate is one of the 

limitations in the usage of this technological advancement in the learning process [10].  
All of the challenges, mentioned here and in general, should be understood as the areas that need 

improvements and that should be understood as the issues that need to be resolved and not the reasons 

to give up on the usage of adaptive technologies in education.  

3. Conclusions 

Taking into account the emerging need to introduce certain changes in the education process and 

new technological advancements that make it possible to respond to the needs of students. It is 

interesting that note that technological changes at the same time represent one of the reasons why the 

change in education is needed and the solution to how the change may be introduced. Adaptive 

technologies represent a great way to achieve personalization and an individualized approach to the 

needs of the students. This is not the only benefit, usage of adaptive technologies also increases the 

motivation of students, better management of diverse learning environments, and can be understood 

as a tool that helps in overcoming personal learning barriers. Certain barriers that are also 

distinguished are present as a part of the process of change and need to be addressed and analyzed in a 

way to provides solutions and enables technological advancement in education. The contribution of 

this paper is that systematically presents the main benefits and challenges of introducing adaptive 

technologies in education. The focus of the paper is not only on the students but teachers' perspectives 

are also included explaining why some solutions might be hard to incorporate. Additionally, the paper 

helps in understanding the complexity of the issue and the potential for further research. Future 

research in this field should focus on new technological solutions and their impact on concrete 

variables.  
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Abstract: 
Converging emerging technologies are transforming the contours of supply chains by 
improving efficiency and sustainability, maximising transparency and traceability, reducing 
costs, and minimising risks. Digitalisation and automation, attained through the Internet of 
Things (IoT), robotics and artificial intelligence (AI), are creating intelligent networked 
systems to increase the speed and efficacy of processing data in real time and to automate 
decisions making by machines and computers both locally and in remote networks.Blockchain 
technology not only enhances efficiency and traceability in supply chains, but it also increases 
transparency and trust with secure, irreversible, non-mutating records and ledgers of 
transactions.AI-driven models are used to optimise demand forecasting, logistics, supplier 
selection and risk-analysis, thereby ensuring more adaptive and resilient supply chains. 
Integrating these technologies in intelligent networks has enormous potential to improve 
supply-chain efficacy and dramatically change the future of global commerce. Governmental 
investments must be ramped up to support these developments through strategic infrastructural 
planning, flexible regulatory frameworks and training in educational institutions. 
 
Keywords: 
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1. Introduction 

The integration of emerging technologies into various steps along supply chains is fundamentally 
transforming the way firms work and engage with global supply chains. In an increasingly competitive 
environment, digitalisation and automation are becoming key drivers for improving efficiency, reducing 
costs and for achieving responsiveness to ever-changing market demands. Digitalisation, robotics and 
automation using artificial intelligence (AI) systems create more intelligent, more responsive, more 
adaptive and more resilient supply chains. This offers the potential for convenience, improved quality 
and reliability for consumers, higher value-added for producers and lower costs. Real-time collection 
of data using the Internet of Things (IoT), combined with monitoring of inventory levels, tracking of 
shipments and the ability to predict disruptions, help improve the precision and adaptiveness of supply 
chains [1]. The use of these technologies in managing supply chains minimises human intervention in 
mundane and repetitive tasks thereby increasing accuracy and reducing inefficiency. The overall 
consequence is more resilient supply chains. 

An emerging application of blockchain is its ability to ensure transparency and traceability across 
supply chains by creating tamper-proof, sharable records of transactions. In a typical case scenario with 
a complex, global supply chain that relies on many intermediaries, blockchain technology would 
capture every step executed along this chain and make it accessible to all of the relevant parties [2]. 
Through this method, blockchain has the potential to mitigate various risks to interest holders, whether 
they be the suppliers, manufacturers, wholesalers, retailers, regulators or consumers – such as fraud or 
counterfeiting, internal or external theft, as well as non-compliance with labour, environmental or other 
laws. In turn, the fact that every step along the chain can be unequivocally seen would instill greater 
trust between supply chain partners. Thereby, the lack of any analysis error or perception of collusion 
would be significantly reduced. The final steps necessary for a consortium to start using blockchains in 
supply chains include addressing the technical challenges of scaling, interoperability and practical 
integration with the existing IT systems of participants. 
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AI and ML, because they can sift through large volumes of historical and current data, are changing 
how supply chains work. Instead of using demand forecasting summaries culled from data over the last 
three to six months, these new approaches draw from a wide range and unprecedented volumes of data 
to feed ML models that can generate more accurate forecasts. AI can help make supply chains more 
responsive, while reducing waste and inefficiencies [3] As a result, instead of reacting to sudden, erratic 
changes in consumer demand and other forces that affect supply, ranging from trade wars to disease 
outbreaks, AI-assisted demand forecasting helps companies respond in advance to changes. This benefit 
extends to all other factors of production. AI can efficiently zero in on ideal routes, assign drivers to 
meet demand and establish acceptable turn times, and help managers pick the most efficient suppliers 
of raw materials and tools according to different scenarios. 

Sustainability is becoming an increasingly key aspect in the supply chain domain, and also one 
where emerging technologies have the potential to develop greener practices. IoT sensors and AI 
algorithms optimise the heating/cooling and lighting of warehouses and the entire transportation system 
– delivered goods and returned goods – to support the humankind’s energetic consumption and reduce 
gross emissions [4]. Blockchain assists companies in monitoring material transparency of suppliers, 
thus making their materials sourcing more responsible, transparent and sustainable. The use of more 
sustainable materials, such as biodegradable packaging – a classic example widely used in the UK – is 
expanding driven by regulatory requirements and customers’ expectations. Emerging technologies 
support circular economy practices, that is, product designs aimed at encouraging reuse, refurbishment 
or recycling of products, minimising quantities produced and wastage as well as creating new business 
opportunities. 
 

2. The Impact of Digitalization, Automation, and Blockchain on Supply Chain 
Transformation 

The digitalization and automation of supply chain management have significantly changed business 
operations, leading to more efficient and responsive processes. As supply chains grow more complex 
and global, the need for real-time data, precision, and speed has become essential. Digitalization 
integrates technologies like the Internet of Things (IoT) across the supply chain, transforming 
traditional methods into interconnected systems. Sensors embedded in products, vehicles, and 
warehouses provide continuous updates on location, condition, and status, allowing businesses to 
monitor operations with greater accuracy [5] This data-driven approach improves decision-making, 
enabling proactive management of potential disruptions and smoother supply chain operations. 

Automation amplifies this transformation by offloading once manual and labour-intensive tasks to 
machines and AI-enabled systems. Robotics, for instance, play an important role in warehouses, where 
automated systems manage product picking, packing and sorting. This reduces cycle times, eliminates 
mistakes and increases efficiency, all while lowering costs. Digitalisation also makes it possible to 
automate data crunching. Advanced algorithms process vast amounts of information much faster than 
humans, thereby identifying patterns that may not be immediately visible to the human eye. For 
example, these insights are crucial in demand forecasting, inventory management and route 
optimisation benefit from automation [6]. Through digitalisation and automation, today’s supply chains 
are marked by greater efficiency and resilience. Together, these two forces help optimise operations 
and allow firms to quickly respond to changing demand, supply and external environments. 

Blockchain is also crucial in facilitating transparent and traceable supply chains, where there is a 
need to share information across multiple participants, including manufacturers, suppliers, distributors 
and retailers. A decentralised, immutable ledger of all supply-chain transactions – with each participant 
having a single, consistent version of the truth, updated as goods travel through the supply chain – 
represents a game-changing level of transparency  [7].  This is particularly important in industries where 
the authenticity and origin of goods is crucial – think food and pharmaceuticals. Using blockchain, a 
product’s journey from farm to store could be traced and verified for any consumer. 

Blockchain also improves product traceability. If a problem with a product requires companies to 
recall it, they can use blockchain to trace it all the way back through the supply chain to the source of 
the problem. This protects consumers and limits the financial and reputational damage to companies. 
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Blockchain can be paired with other technologies, such as IoT and AI. For instance, IoT devices can 
record data on the blockchain that updates real-time information about the condition and location of 
products; combined with AI technology, the data could be analysed to identify problems or 
inefficiencies, and better decisions made [8]. Of course, there are a few hurdles to widespread 
blockchain adoption – such as scalability, interoperability and a certain difficulty in collaboration 
between many stakeholders – many of which companies are still learning how to overcome. 

The confluence of digitalisation, automation and blockchain offers companies the potential to build 
supply chains that are more efficient, transparent, resilient and responsive to customers and 
stakeholders. 

3. AI Machine Learning and Sustainability Driving Innovation in Supply Chains 

Artificial intelligence (AI), machine learning (ML) and sustainability are becoming increasingly 
important to modernising supply chains, particularly in demand forecasting. Demand forecasts are 
typically based on historical sales using past data as a benchmark for future decisions. But past results 
will only get you so far in volatile markets. AI and ML use bigger and broader data sets, not only taken 
from sales, but from websites and social media, to better understand likely future demand. This 
improves the predictiveness of forecasts and helps brands optimise the amount of inventory they hold, 
reducing waste and improving the efficiency of their supply chain. Additionally, AI-based models are 
learning models and over time, they run themselves. The models self-adjust, take into account new data 
as it becomes available and correct previous predictions in real time. This is especially valuable in 
supply chains with seasonal demand, or abrupt shifts in consumer tastes [9]. 

AI and ML also allow for the optimisation of logistics and transportation as it uses variables such as 
traffic pattern and weather conditions to determine the best possible route for delivery, thereby reducing 
transportation costs, minimising delays and improving customer satisfaction. AI can also be used to 
optimise supplier selection, which takes into account various factors such as the reliability of the 
supplier, cost, environmental impact and so forth. This allows decisions to be taken in the best possible 
way in accordance with strategic goals. AI is also helping in identifying early signs of supplier distress 
or potential disruptions through risk management, thereby allowing them to take suitable actions [10]. 
With AI and ML, the supply chain has become more responsive and resilient as it can anticipate and 
come up with suitable corrections to handle different circumstances. 

Increasingly, concerns around so-called sustainability are front of mind in supply chain 
management. Indeed, as environmental concerns rise, pressure on businesses to take action increases, 
with organisations encouraged to reduce carbon emissions and implement more sustainable ways of 
working. AI, IoT and blockchain have important roles to play here [11]. For example, AI can be used 
to optimise the use of energy in buildings like warehouses, reducing emissions and keeping operational 
costs low. IoT devices can be used to monitor the performance of equipment in real-time, improving 
energy efficiency and identifying issues, such as faults with machinery that need fixed quickly in 
energy-intensive industries like manufacturing. 

Better product and material traceability along the supply chain is a key way by which blockchain 
technologies can enhance sustainability: it allows companies to trace the responsible and ethical 
sourcing of raw materials, which is critical for certain industries such as agriculture and fashion. This 
traceability also helps companies to comply with legislation and expand consumer trust, which is 
increasingly important as consumers grow ever more demanding of environmentally friendly products. 
Blockchain supports the transition to a circular economy in various ways [12]. In particular, AI and IoT 
enable predictive maintenance to extend the product life by optimising upkeep and maintenance. These 
technologies also help to develop new business models, such as product-as-a-service and 
remanufacturing, which promote sustainability. 

The joint use of AI, blockchain, IoT and other technologies will not only revolutionise the supply 
chains but also make the supply chains more sustainable. They will harm the environment less, become 
more effective and more responsive to the growing demands of a sustainable environment [13]. With 
the increased use of these technologies by businesses, the supply chains will be more resilient. It will 
open up new avenues for innovative growth for the businesses. 
 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

415



4. Theoretical model 

 
Figure 1 Model for transforming supply chain through emerging technologies 

 
The relationship between digitalisation and automation, blockchain and AI/ML creates an entire 

ecosystem for supply chain transformation, where these elements and their sub-components 
complement each other to increase efficiency, transparency, security and flexibility throughout supply 
chains. 

Digitalisation and automation forms the bottom layer of the pyramid, through impactful combination 
of the Internet of Things (IoT), robotics, artificial intelligence (AI) enabled systems, automated 
warehousing, and digital twin technology. IoT devices collect data in real time across supply chain 
processes, which is used for making informed decisions. The data is fed into AI-enabled systems for 
analysis and optimisation of processes like inventory management and demand forecasting. Robotics 
automates repetitive and manual tasks for faster and accurate completion of activities such as sorting 
and packaging. Automated warehousing uses robotics and AI to optimise storage and retrieval systems 
for increasing the efficiency of material handling and reducing warehousing costs. Digital twin 
technology enables creation of virtual replicas of physical processes which can be used to simulate and 
optimise supply chain operations, identify and rectify potential issues before they occur, and implement 
improved processes without disrupting the actual supply chain workflows. 

The sub-elements of blockchain – immutable ledger, traceability, smart contracts, supplier 
verification, and regulatory compliance – instil a degree of security and transparency. The immutable 
ledger ensures that the transactions within a blockchain are safely stored and cannot be changed. 
Traceability allows for the end-to-end tracking of the product, critical in industries where quality and 
authenticity are not easily identified (such as in pharmaceuticals and food). Smart contracts automate 
and enforce contractual agreements, whereby specified conditions are executed without human 
intervention and thereby reduce the potential for dispute. Supplier verification employs the transparent 
nature of blockchain to authenticate the credentials of suppliers and to ensure compliance with the 
required standards and ethics. Enhanced regulatory compliance is possible with the accessibility and 
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tamper-proof records, making audits simpler and ensuring that the required legal standards are adhered 
to across jurisdictions. 

Demand forecasting, logistics optimisation, supplier selection, risk management and predictive 
maintenance are some of the areas in which AI and ML can significantly enhance the performance of 
supply chains. For example, AI and ML algorithms can be trained on large, multifaceted datasets to 
generate accurate demand forecasts that drive optimal levels of inventory. Logistics optimisation can 
employ AI to calculate the fastest and most efficient routes and schedules for deliveries, taking into 
account traffic, weather and other factors. The algorithm will then adjust routes and schedules in real 
time to ensure the most efficient and cost-effective logistics. In supplier selection, AI can assess 
multiple factors to select the right supplier in real time, depending on the situation, for optimal 
performance and cost savings. Risk management can benefit from AI’s capabilities to identify risks in 
supply chains. It can continuously monitor and analyse various factors, such as supply chain data, and 
generate real-time risk alerts, enabling organisations to take pre-emptive actions to minimise the impact 
of disruptions. Predictive maintenance is a useful tool where ML models can be trained to anticipate 
component failures before they occur, thus enabling organisations to take action to repair or replace the 
component before it actually fails. This can save organisations from the financial and operational 
consequences of unplanned downtime and also extends the lifespan of the assets. 

Taken together, these three core components form an extremely dynamic, transparent and resilient 
supply chain ecosystem. With real-time flow and analysis of data, such a supply chain ecosystem will 
be better equipped to respond to market changes and disruptions. It will also be in a position to meet 
the challenges of today’s supply chain while further driving innovation and sustainable growth. 

5. Suggestions and guidelines 

The developed model provided insights based on which suggestions and guidelines for emerging 
technologies in the context of transforming suplly chains are highlighted: 

• Governments should invest in digital infrastructure development. Expanding high-speed 
internet and supporting IoT networks will enable businesses to fully integrate digitalization and 
automation in supply chains. This investment will also help rural and underserved areas participate 
in the global supply chain network. 
• Enterprises should prioritize the integration of AI and ML in demand forecasting and 

logistics. Implementing AI-driven systems can significantly improve the accuracy of demand 
forecasts and optimize logistics, reducing costs and increasing responsiveness. This adoption will 
help companies remain competitive in a rapidly changing market environment. 
• Enterprises should adopt circular economy practices supported by AI and IoT. Designing 
products for longevity and recyclability, and using predictive maintenance, will reduce waste and 
promote sustainability. This approach will not only align with consumer demand for eco-friendly 
products but also open up new business opportunities. 
• Collaboration between enterprises and technology providers should be encouraged. Joint 
ventures and partnerships can facilitate the development and implementation of customized supply 
chain solutions, leveraging the latest technologies. This approach will enable businesses to adopt 
cutting-edge innovations more quickly and effectively. 
• Governments should incentivize sustainable practices in supply chains through tax breaks 

and grants. Encouraging the adoption of green technologies and practices will help reduce the 
environmental impact of supply chains. These incentives will drive businesses to invest in 
sustainability, contributing to broader environmental goals. 
• Governments and enterprises should collaborate on cybersecurity measures for supply 

chain technologies. Protecting data and systems from cyber threats is crucial as supply chains 
become more digitalized and interconnected. Joint efforts in developing robust cybersecurity 
protocols will safeguard supply chains from potential disruptions. 
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6. Conclusions 

The incorporation of new technologies into supply chains is profoundly transforming how industries 
operate in terms of efficiency, visibility and sustainability. The increased use of digitalisation and 
automation has led to highly networked and interconnected supply chains that can process data in real 
time and make automated decisions. The installation of Internet of Things devices(IoT), robotics, 
artificial intelligence (AI) systems and automated warehousing have provided supply chains with agility 
and resilience, allowing them to respond quickly to market fluctuations. These technologies improve 
efficiency, risk management and reduce costs. 

Blockchain technology can be used to create immutable, decentralised transaction records that are 
impossible to manipulate, creating much needed transparency and traceability while increasing trust 
among supply chain partners. Smart contracts can also help streamline the processes by automating 
agreements and eliminating intermediaries. 

AI and ML deliver the intelligence that optimises supply-chain operations, including demand 
forecasting, logistics, supplier selection and risk management. AI-powered predictive maintenance 
reduces downtime, extend the life of equipment and increase efficiency. 

And, given that digitalisation, automation, blockchain and AI are converging to transform supply 
chains and global commerce in the coming years, these investments in digital infrastructure, regulatory 
frameworks and skills will be the key to unlocking the potential for these technologies to drive 
prosperity, sustainability and innovation globally. 
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Abstract: 
Good weight initialization is important in the convergence and performance of neural 
networks, particularly in preventing issues such as vanishing and exploding gradients during 
training. In this paper, we propose a novel weight and bias initialization technique, named 
Regression Gradient Initialization (RGI), specifically designed for regression tasks. We 
compare the performance of RGI against widely used initialization methods, including 
Random, Xavier, and He initialization, across a small regression dataset using a feedforward 
neural network. Gradient descent and gradient descent with momentum were employed to 
evaluate the optimization behavior of each method. The results show that RGI produces 
smoother loss surfaces, leading to more stable and efficient gradient trajectories compared to 
the other initialization methods. The analysis of gradients and weight evolution further 
demonstrates the superiority of RGI, particularly in avoiding irregular gradient behavior and 
enabling more consistent convergence. Our findings suggest that RGI not only ease the 
challenges of vanishing and exploding gradients but also offers a robust and effective 
initialization strategy for regression-based neural networks. 
Keywords: 
Weight Initialization, Neural Networks, Gradient Descent, Optimization, Loss Surface, 
Vanishing Gradients, Exploding Gradients 

1. Introduction 

Behind most of today's AI systems are neural networks that solve complex problems in various 
domains, including, natural language processing, image recognition, and regression analysis. One of 
the important factors that affects the performance and convergence of neural networks is the 
initialization of weights and biases. A good initial initialization of a neural network can improve its 
training speed. The initialization of weights and biases affects the behavior of the gradient descent 
during training. Also, with a good initialization of the weights, issues such as vanishing and exploding 
gradients are avoided, which can significantly disrupt the learning process. Exploding gradients occur 
when weights are initialized with large values, causing gradients to grow exponentially during 
backpropagation. This can make the training process unstable and the model difficult to optimize. On 
the other hand, vanishing gradients arise when the weights are initialized too small, causing gradients 
to diminish as they propagate through the network layers, leading to slow convergence and poor 
learning. Common initialization techniques include Xavier initialization, He initialization, zero 
initialization, and random initialization which are discussed in the next section. In this paper, we 
introduce a novel approach called Regression Gradient Initialization (RGI), specifically designed for 
regression neural networks. Unlike traditional methods, RGI leverages gradient information from the 
dataset, initializing weights and biases in a manner that directly addresses the gradient flow challenges 
inherent in regression tasks. Our technique aims to optimize the initial learning trajectory of neural 
networks, providing a robust solution to the common issues of vanishing and exploding gradients. 
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2. Previous work 

The vanishing and exploding gradient problems have long been a barrier to effective training of deep 
networks. Several studies have addressed these issues by exploring how different network architectures 
and initialization strategies impact gradient stability. 

Several weight initialization techniques have been developed to address the challenges posed by 
deep neural networks, particularly the vanishing and exploding gradient problems. In early neural 
network research, weights were often initialized randomly without much consideration for the depth of 
the network. This method, while simple, introduced significant challenges, especially as networks grew 
deeper. Paper [1] highlights how this technique can lead to slow or unstable training, with gradients 
either diminishing to zero or growing uncontrollably. Although random initialization might work for 
shallow networks, it often fails in deeper architectures where the flow of information is disrupted by 
vanishing or exploding gradients.  

To ease these problems, Glorot and Bengio proposed the Xavier initialization technique in their 
paper [2]. Xavier initialization, also known as Glorot initialization, aims to keep the variance of 
activations constant across layers. Scaling the weights based on the number of incoming and outgoing 
connections prevents the weights from becoming too large or too small, allowing the gradients to 
propagate more effectively. This technique showed significant improvements, especially in networks 
using sigmoid or tanh activation functions, where vanishing gradients were particularly problematic. 

Building on the success of Xavier initialization, a new technique called He initialization was 
introduced in the paper [3]. The initialization, specifically designed for ReLU and other rectified linear 
activation functions, scales the weights more aggressively by a factor proportional to the square root of 
2 over the number of the input units. This prevents neurons from „dying“ during training, a problem 
that occurs when ReLU units become inactive and stop learning. He initialization has since become a 
standard for deep networks, particularly those using ReLU or its variants (Leaky ReLU, Parametric 
ReLU), as it helps maintain the flow of gradients through the network causing exploding values. 

In [4], the authors conduct a comprehensive analysis of how certain network designs contribute to 
gradient issues. They demonstrate that traditional deep feedforward networks are particularly prone to 
gradient vanishing or explosion, especially in their deeper layers. Their research highlights the 
effectiveness of architectural innovations such as Residual Networks [5] and Long Short-Term Memory 
networks [6], which are more robust against gradient-related issues due to their use of shortcut 
connections and memory mechanisms. These architectures preserve gradient flow, allowing for deeper 
models that can be trained effectively without suffering from vanishing or exploding gradients. 

In [7] authors propose a method that leverages singular value decomposition (SVD) to optimize the 
parameterization of weights. By ensuring that weight matrices remain well-conditioned, this approach 
prevents the amplification or suppression of gradients as they propagate through the network. SVD-
based initialization methods have been shown to improve convergence, particularly in very deep 
networks where gradient stability is crucial. 

Authors of the paper [8] explore the use of adaptive weight initialization techniques that dynamically 
adjust during training. By tuning the initialization based on the curvature of the loss surface, these 
methods can help prevent the vanishing curvature problem, which, like the vanishing gradient problem, 
leads to slow convergence in deep networks. Adaptive initialization methods offer a more flexible 
approach that can adjust to the specific characteristics of the data and the network architecture. 

As networks become more sophisticated, with architectures like ResNets and WeightNorm [9], 
specialized initialization techniques have been developed to improve performance. The paper [10] 
proposes methods specifically designed for these advanced architectures, ensuring that weight norms 
remain balanced during training. 

In most natural applications of machine learning, data arrive incrementally. However, it is common 
practice to update models sequentially, with each new model starting from the previous one. This 
practice is generally expected to save time and resources starting from scratch. However, previous 
studies have shown that although warm-starting achieves similar training losses, it can negatively affect 
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generalization. The benefits of warm-starting may be bound by complex interactions with 
hyperparameter tuning and optimization [11]. 

Paper [12] introduces the concept of hypernetworks, which are meta neural networks capable of 
generating weights for a main neural network in a fully differentiable process. However, standard 
weight initialization techniques, such as Glorot and He, when directly applied to hypernetworks fail to 
yield correctly scaled weights for the main network. Hence, the authors of the above work introduce 
new initialization strategies for hypernetworks alone, which achieves more stability in the weights of 
the main network, reduced training loss, and faster convergence. 

The authors of paper [13] investigate how weight initialization techniques affect the learning rate, 
convergence of, and classification accuracy of feedforward neural networks. They have tested Nguyen-
Widrow, random, and Xavier initialization techniques coupled with five different activation functions 
to observe how these combinations can affect the loss rate at the time of training. The research, 
therefore, compares the performances over a fixed number of epochs and tries to provide insight into 
the role of initialization in neural networks for the acceleration of training speed and optimization of 
learning outcomes. 

 

3. Proposed Method 

We propose a new method for initializing weights and biases in neural networks, particularly 
targeting regression tasks. This approach, which we call Regression Gradient Initialization (RGI), aims 
to address issues of gradient instability, including vanishing and exploding gradients, by defining the 
initial values based on dataset characteristics and the size of the network. 

Let 𝑥 ∈ ℝ𝑛 be a single input sample, where 𝑛 is the number of features. In the context of deep 
learning, the output 𝑦 ∈ ℝ𝑚 represents the predicted values, where 𝑚 is the number of output nodes. 
The goal is to initialize weights 𝑤 ∈ ℝ𝑘 and biases 𝑏 ∈ ℝℎ in such a way that the network starts from 
a balanced and stable configuration, where 𝑘 is the number of weights, and ℎ number of biases. To 
achieve that, method directly links the initialization of weights and biases to the dataset, aiming to 
stabilize gradient flow and improve training performance. The proposed initialization method is based 
on the equations of the linear regression: 

𝑦 ≈ 𝑝 ∗ 𝑥 ∗ 𝑞, (1) 
where: 
• y is label value from dataset, 
• x is one sample from the dataset, 
• p and q are initialization parameters, which can be tuned based on the dataset and network 
architectures. 
Our proposed weight and bias initialization formulas are: 
 

𝑤0 = 𝑤1 = ⋯ = 𝑤𝑘 =
𝑝

𝑘
, 𝑘 ∈ ℝ 

 
(2) 

𝑏0 = 𝑏1 = ⋯ = 𝑏ℎ =
𝑞

ℎ
, ℎ ∈ ℝ 

 
(3) 

where: 
• 𝑤0,  𝑤1,..., 𝑤𝑘 are the weights for the network layers, and 𝑏0, 𝑏1,..., 𝑏ℎ are the biases, 
• the factors 𝑝 and 𝑞 ensure that the inital values for both weights and biases are proportional to 
the number of weights and biases, thus preventing any one feature or neuron from dominating during 
the initial stages of training. 
This method ensures that the gradient updates remain stable during the initial stages of training. By 

scaling weights as  𝑝

𝑘
, we ensure that the magnitude of each weight decreases the number of weights 

increases, reducing the likelihood of any single feature having too large of an impact on the output. The 
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bias initialization, scaled as 𝑞

ℎ
, similarly balances the output contributions across all neurons, helping 

maintain a stable flow of gradients across layers. 
This initialization ensures that, regardless of the number of neurons or inputs in the network, the 

activations are balanced, and the gradients during backpropagation are less likely to suffer from 
vanishing or exploding issues. Regression Gradient Initialization (RGI) scales weights linearly with the 
number of weights, which is specifically designed for regression tasks and networks were maintaining 
balanced gradient flow across all layers. 

Both p and q are derived from the actual dataset, meaning they are data-driven rather than being 
random or based on abstract statistical principles. This initialization technique aligns the starting values 
with the structure of the dataset, which can lead to better convergence and training performance, 
particularly in tasks with continuous outputs like regression. 

4. Experimental Setup 

In this section, we describe the details of the experiment conducted to evaluate the performance of 
the proposed technique in comparison with standard initialization methods: Random, Xavier, and He 
initialization. The experiment was carried out using a small regression dataset on a simple feedforward 
neural network. 

4.1. Dataset 

For the experiment, a small regression dataset was used. The dataset consisted of 42 samples and 1 
input features, with continuous target values. Each sample represents an input-output pair, where the 
network learns to predict the target value based on the input features.  

Attributes of dataset: 
• Number of samples (N): 42 
• Number of input features: 1 
• Target variable: Continuous output for regression. 
The dataset was split into training and validation sets, with 80% of the data used for training and 

20% for validation. 
 

4.2. Neural Network Architecture 

A simple feedforward neural network with one hidden layer was used. The architecture is described 
below: 

• Input layer: 1 neuron corresponding to the input features. 
• Hidden layer: 3 neurons, activated using LeakyReLU. 
• Output layer: 1 neuron (for regression) without activation. 
The network was designed to be small enough to avoid overfitting, but complex enough to observe 

differences in initialization performance. Figure 1 represents the neural network: 
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Figure 1: Neural network used for experiment 

4.3. Weight and Bias Initialization Methods 

The network was initialized using four different methods to compare their performance on the task: 
• Random Initialization: Weights and biases were initialized randomly using a uniform 
distribution, from 0 to 1. 
• Xavier Initialization: Weights and biases were initialized following the Xavier uniform 
initialization method. 
• He Initialization: Weights and biases were initialized using the He initialization method, 
suitable for ReLU activations. 
• Proposed RGI Initialization: Weights and biases were initialized using the proposed regression 
gradient method. 

 
 

4.4. Training process 

The training of the network was performed using two optimization methods: 
• Gradient Descent: Basic gradient descent was applied with a fixed learning rate of 0.001. 
• Gradient Descent with Momentum: A momentum term was added to accelerate convergence 
and escape local minima. The momentum coefficient was set to 0.9 and fixed learning rate of 0.001.. 
For both methods, the network was trained for 15 epochs, and the performance was monitored at 

each epoch. 

4.5. Evaluation Metrics 

The models were evaluated using mean squared error (MSE) as the primary performance metric, 
given that the task is a regression problem. The MSE is defined as: 

 

𝑀𝑆𝐸 =  
1

𝑁
∑(𝑦𝑖 − �̂�𝑖)2

𝑁

𝑖=1

 (8) 

  
where 𝑦𝑖 are the true target values and �̂�𝑖 are the predicted values. 
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5. Results and Discussion 

Figure1 shows the loss surfaces generated for each weight initialization method at the beginning of 
training. The loss surface guides gradient-based optimization, as it determines the ease with which the 
optimizer can navigate towards a minimum. Each plot visualizes the loss as a function of two weights 
(denoted 𝑤0 and 𝑤1) from the model. 

 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 2: Loss surfaces. (a) Random initialization Loss surface, (b) Xavier initialization Loss surface, (c) 
He initialization Loss surface, (d) Regression initialization Loss surface (our method) 

 
In Figure 2a) the surface represents the loss landscape generated by Random Initialization. This 

surface is characterized by an irregular and slightly flat topology, with small gradients and subtle 
variations across the landscape. The overall loss is relatively high, as indicated by the color map, which 
ranges around 24.450 to 24.465. Such a surface presents challenges during training, as flat regions with 
small gradients can slow down the learning process, causing the optimizer to struggle in making 
meaningful progress. This is typical for random initialization, where weights are selected arbitrarily and 
often lead to slow convergence or suboptimal solutions. 

The loss surface in Figure 2b) corresponds to Xavier Initialization. It exhibits a smoother and more 
consistent gradient flow than random initialization, with a clear downward slope along one axis. The 
loss values, which range from approximately 23.8 to 24.4, are lower than those of random initialization, 
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suggesting improved convergence potential. However, there are still regions where the surface is 
relatively flat, which can lead to the vanishing gradient problem during backpropagation, especially in 
deeper networks. This method, while better than random initialization, may still struggle with gradient 
flow, leading to slower training in deeper architectures. 

Figure 2c) shows the loss surface for He Initialization, which introduces a more dynamic and sharper 
landscape. The loss values range from 24.2 to 24.8, indicating a steeper surface compared to both 
random and Xavier initialization. The sharp transitions and steep slopes in the surface suggest that the 
gradients in this initialization are more significant, which can accelerate learning in the early stages. 
However, this method also introduces regions where the gradients can become excessively large, 
leading to the exploding gradient problem. While He initialization often performs well for networks 
with ReLU activations, the potential for instability in certain areas of the loss surface can complicate 
the optimization process, especially when training very deep networks. 

Figure 2d) presents the loss surface generated by the Regression Gradient Initialization (RGI) 
method, the proposed initialization technique. This surface is the smoothest among all four methods, 
with a loss range from approximately 15.6275 to 15.6400. The relatively lower loss values demonstrate 
that RGI provides a better starting point for optimization compared to the other methods. The absence 
of extreme flat or steep regions suggests that the gradients are well-balanced across the surface, reducing 
the likelihood of both vanishing and exploding gradient issues. This smooth and consistent gradient 
flow enables the optimizer to traverse the surface efficiently, leading to more stable and faster 
convergence. The RGI method creates a loss surface that promotes balanced learning dynamics, making 
it particularly effective for regression tasks. 

Figure 3. represents the gradients and bias values of b4 over epochs for different initialization 
methods and training algorithms. Each row in the image corresponds to a different weight initialization 
method, while the two columns represent the performance of gradient descent and gradient descent with 
momentum for that initialization. 

 
a) 

 
b) 

 
c) 

 
d) 
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e) 

 
f) 

 
g) 

 
h) 

Figure 3: Bias b4 and gradients. (a) Random initialization GD, (b) Random initialization GDwM, (c) 
Xavier initialization GD, (d) Xavier initialization GDwM, (e) He initialization GD, (f) He initialization 
GDwM, (g) Regression initialization GD, (h) Regression initialization GDwM 

 
In Figure 3a) the red line shows the evolution of the bias term b4 over epochs, while the blue line 

shows the gradients of b4. We observe that the bias gradually increases as the training progresses, 
indicating steady updates. However, the gradient fluctuates within a small range and remains relatively 
low, suggesting slow convergence and inefficient learning, possibly due to poor gradient flow. 

With the addition of momentum, Figure 3b), the plot shows that the bias term b4 grows more 
consistently over time, and the gradients become more stable. However, there are still small shifts, 
indicating that while momentum helps smooth out the updates, the overall learning process is still not 
very efficient with random initialization. 

In Figure 3c) we see a smoother and more controlled growth of the bias term b4. The gradient (blue 
line) fluctuates within a consistent range and shows less volatility compared to random initialization. 
The smoother gradient profile suggests that Xavier initialization helps maintain more stable updates, 
although the gradient magnitudes are still quite small, potentially leading to slower learning in deeper 
layers. 

When momentum is added, Figure 3d), the bias term grows steadily, and the gradient shows more 
pronounced oscillations compared to the non-momentum case. These oscillations indicate that 
momentum helps in amplifying the gradients, improving the update dynamics. The larger magnitude of 
gradient values and smoother convergence in the bias indicate that Xavier initialization with momentum 
provides more robust learning than simple gradient descent. 

In Figure 3e) plot shows larger changes in the gradient of b4 compared to the previous initializations. 
The bias term remains almost constant across epochs, with only minor adjustments. This suggests that 
He initialization causes the gradients to fluctuate significantly, potentially leading to unstable learning. 
The large gradient magnitudes could be due to the exploding gradient phenomenon, where He 
initialization can amplify gradients in deeper networks. 

When using momentum, Figure3), the bias term grows steadily, and the gradient shows extreme 
shift, particularly at the start of training. The initial spike in the gradient values indicates that the 
network may experience instability early in training, but the momentum eventually dampens the large 
oscillations. The addition of momentum somewhat stabilizes the updates, but the large initial gradient 
values suggest potential issues with this initialization in certain scenarios. 
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The gradient for b4 fluctuates within a narrow range, and the bias term remains very stable across 
epochs, with only minor updates as shown in Figure 3g). This indicates that the proposed Regression 
Gradient Initialization (RGI) method produces a well-controlled and balanced learning process. The 
small gradient magnitudes suggest that the network is not encountering vanishing or exploding 
gradients, allowing for more stable convergence. 

With the addition of momentum, Figure 3h), the gradient oscillation remains minimal, and the bias 
term shows steady, linear growth over time. This indicates that RGI combined with momentum offers 
the most stable learning dynamics, with neither vanishing nor exploding gradients affecting the learning 
process. The bias updates are smooth, and the gradient magnitudes are consistently low, making the 
proposed method highly effective for stable convergence. 

The regression-driven approach ensures that the initial values of weights and biases are closer to an 
optimal solution, allowing the model to converge faster during the training process. This is particularly 
evident when comparing the gradient descent trajectories and the number of epochs required to reduce 
the loss function. By starting with more strategically placed initialization values, the RGI method 
minimizes the time spent navigating flat regions of the loss surface or escaping local minima, as often 
observed in Random and even Xavier or He initializations. 

6. Conclusions 

In this work, we proposed a novel weight initialization technique, denoted as Regression Gradient 
Initialization (RGI), and compared its performance against standard initialization methods such as 
Random, Xavier, and He initialization. Through comprehensive experiments on a regression dataset, 
we analyzed the behavior of these initialization schemes using gradient descent and gradient descent 
with momentum. 

Our experimental results demonstrate that the choice of initialization significantly impacts the 
convergence path and the overall behavior of the network during training. The loss surfaces for each 
initialization revealed distinct landscape characteristics, with the RGI method producing a smoother 
surface that resulted in more stable and efficient gradient descent trajectories. This indicates that RGI 
effectively minimizes regions of vanishing and exploding gradients, an issue that is often encountered 
with traditional initialization methods, particularly in deeper networks. 

The analysis of gradient and weight dynamics provided deeper insights into the optimization 
process. Random and He initialization, while effective in some settings, led to more irregular changes 
in weight and gradient magnitudes over time, suggesting that the network's parameter space experienced 
greater instability. Xavier initialization provided a more balanced approach, though it too displayed 
greater variability in the presence of momentum. RGI, by contrast, yielded consistently smoother 
gradient trajectories, contributing to a more stable optimization process, especially when momentum 
was introduced. RGI demonstrated superior stability and convergence properties in our experiments. 
The smoother gradients and more structured weight evolution suggest that this method can be especially 
beneficial for regression tasks where a fine-tuned adjustment of weights and biases is important for 
performance.  

Future work could explore how RGI performs on larger and more complex datasets, as well as its 
potential for adaptation in deep learning architectures, such as convolutional and recurrent networks. 
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Abstract: 
Technological evolution is increasingly focused on developing intelligent machine learning 
solutions that improve the efficiency, functionality and adaptability of everyday systems and 
processes. Effective utilization of algorithms fundamentally enables systems to learn, adapt to 
environmental conditions and make decisions based on the knowledge, characteristics that 
define intelligent agents. This capability includes classifying various processes and refining 
data through user-defined characteristics to produce accurate results. This paper focuses on 
determining water quality. Water bodies are essential part of our environment and our aim is 
to contribute to maintain healthy environment for humans, animals and plants. To maintain 
water quality on high level is very important in order to protect human and all live creatures’ 
health, to avoid the costs related to medical care, costs of productivity loss, and even loss of 
life. We have implemented the K-Nearest Neighbors (KNN) algorithm to learn from the dataset 
and develop a classification process based on various parameters. The algorithm quantifies 
water quality levels based on the concentration of constituent substances. The KNN algorithm 
is utilized to train the model with the provided data and its performance is evaluated using 
predefined coefficient values. Results from the implementation of the model yields an accuracy 
percentage, demonstrating its effectiveness in determining water quality. 
 
Keywords: 
Machine learning, K-Nearest Neighbors algorithm, artificial intelligence, intelligent systems, 
water quality prediction, water quality classification 

1. Introduction 

Artificial intelligence includes a wide range of technologies, including machine learning, data 
mining, augmented reality, robotics, logic programming, speech recognition, image processing, 
ambient intelligence, data visualization and predictive analytics [1]. These methods are applied through 
various approaches and analyses tailored to specific needs and problems. The focus of machine learning 
is to automatically learn to recognize complex patterns and make intelligent decisions based on data. 
The process of learning is shown in Figure 1. 

 

 
Figure 1: Machine learning progress 

 
Machine learning algorithms can be broadly categorized into three main types: supervised learning, 

unsupervised learning and reinforcement learning [2]. Each type serves distinct purposes and is applied 
in various contexts based on the nature of the data and the specific objectives of the analysis [3].  
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Clean water in every water body is essential for human health, ecosystems, the environment, and the 
overall wellbeing of our community. Detection and first of all preventing water pollution is essential in 
order to safeguard water resources, to ensure a sustainable future, and to protect the environment and 
also endangered population.  

In order to protecting world’s water resources and environment requires from us to put collective 
effort. Humans need to foster a sense of responsibility within the community, and as a result help to 
preserve clean and healthy waterways and aquatic environments for future generations. 

Water pollution as a significant worldwide problem can be caused by a variety of sources including 
industrial waste, inappropriate disposal of various household or institutional chemicals and agricultural 
runoff. Water bodies which are polluted with dangerous compounds provide significant risks to aquatic 
ecosystems, human health, and the economy [4].  

Within this article, we aim to provide a comprehensive overview of the implementation of KNN 
algorithm via practical case for determining the water quality based on the concentration of constituent 
substances in different locations.  

The paper’s structure incorporates theoretical background of KNN algorithm, the next chapter is 
discussion about the importance of water quality. In the chapter four, water quality prediction model is 
presented. Limitations and alternative ways to improve the KNN algorithm in our case are discussed in 
the next chapter and at the end we conclude with findings during this research. 

2. KNN Algorithm 

There are numerous examples of machine learning algorithms implementation in real-world 
problems solving and also in water quality determination and prediction [5]. As a powerful tool for 
solving everyday problems, machine learning was used in this research in order to predict level of water 
pollution. KNN is a widely utilized supervised learning algorithm known for its simplicity and 
effectiveness in classification tasks [6]. The core principle is to classify a data point based on the 
classifications of its nearest neighbors within the feature space. KNN operates on the theory that similar 
instances tend to be located close to one another in the multidimensional space defined by the input 
features. When a new data point is introduced, KNN assesses its proximity to the existing labeled 
instances in the dataset [7]. By evaluating the labels of the K nearest neighbors—where K is a user-
defined parameter, the algorithm assigns a classification to the new data point based on the majority 
label among its neighbors [8]. The algorithm's performance hinges on several factors, including the 
choice of distance metric (such as Euclidean or Manhattan distance), the selection of K and the feature 
scaling of the input data [9]. Its interpretability and ease of implementation make it a valuable choice 
for exploration data analysis and situations where a straightforward classification model is desirable. 

The KNN algorithm has demonstrated its utility in a diverse array of real-world applications, ranging 
from recommendation systems to medical diagnostics. Its ease of implementation, coupled with its 
capacity to handle complex data relationships, makes KNN a valuable tool in various fields [10]. It is 
used in healthcare (identifying potential diseases or conditions based on the similarity of new patient 
data to previously diagnosed cases), agriculture (determining the quality of the soil), finance, social 
media, detecting the air quality [11], etc. Many popular companies utilize KNN in their systems such 
as Amazon, Spotify, Google, Netflix, LinkedIn, Uber and others. 

3. Water Quality 

Water pollution appears when different foreign materials contaminate river, lake, sea, ocean or 
another water body. Often the materials are chemicals, organic, inorganic, biological, radiological, 
microorganisms or many other substances dissolvable in water which can degrade water quality making 
the water toxic for people and for environment.  

The water, together with the air and the soil are the main elements of our environment. In attempt to 
address environmental pollution, environmental education is a key factor. [12] Environmental and water 
pollution education has its main objective to provide learners with knowledge, values and skills that 
promote the protection and conservation of the environment.  
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The best thing you can do to prevent water pollution is to educate yourself and your environment 
about the world's water supply, how you can detect clear water body, understand water pollution and 
find best means to protect the water resources. Water pollution and water quality education is a very 
important and effective tool to promote public awareness. We would like to contribute towards this goal 
by one real world implementation of machine learning algorithm in water quality prediction.  

Depending on the aim for water body usage, pollution should be addressed very carefully. Water is 
a very significant source for all living organisms since all the living organisms need water so it is life 
itself. Water keeps all of them alive but polluted water is proved to be a very harmful substance. When 
humans and animals drink polluted water it has serious effects on their health. When their skin is in 
contact with polluted water, consequences are numerous. Some types of water pollution could be 
dangerous even for plants. Therefore, it is essential to find models that will react on water pollution 
quickly and in real-time. Machine learning algorithms as artificial intelligence algorithms implemented 
in real-time have the capability to gather data form on-site sensors and detect the level of pollution.   

4. Water Quality Classification Model 

This research focuses on classifying water quality based on specific measurement parameters across 
various locations. The classification framework delineates water into three distinct quality levels: high, 
medium and low. This assessment incorporates both the geographical context and the concentrations of 
various substances present in the water, employing weighting factors to evaluate their impact on overall 
water quality. 

4.1. Methodology for Analyzing Water Quality Classification 

Data collection: the dataset includes measurements of various water quality parameters: nitrate, 
ammonium, total phosphor, phosphate and chlorophyll. There are other parameters that has to be taken 
into account, but in order to develop this model and to provide quick results, we determine the scope of 
our research only to these parameters. Our future research will encompass more parameters and we plan 
to include parameters joined effect prediction on water pollution taking into account few measurements 
points next to each another.  

Data preprocessing phase: in this phase we have ensured data integrity by data cleaning. It was 
important to understand well the data and do normalizations to ensure that all variables contributed 
equally to the classification process. Also adding weighting factors based on the relative importance of 
determining water quality, based on the following metrics Table 1: 

 
Table 1: 

Classes of substances for determining water quality 

Parameter 
Class High 

Quality 

Medium 

Quality 

Class low 

Quality 

Weighting  

Factor 

Nitrate 0-4,5 4,5-8,5 >8,5 5 
Ammonium 0-0,6 0,6-1,6 >1,6 5 
TP 

Phosphate 

Chlorophyll 

0-0,15 
0-0,075 
0-60 

0,15-0,7 
0,075-0,35 
60-175 

>0,7 
>0,35 
>175 

2 
4 
3 

 
Classification framework: water quality was classified into three categories: high, medium, and low, 

as per the values in Table 1. 
Water classification was done based on the Table 1 and taking into account that the parameters that 

have weighting factor 4 and 5 are crucial. We take water quality value according to those parameters 
which are prevalent. If one or more of the parameters weighting 4 and 5 have certain value, we take 
water quality to be of that value.  

Algorithm implementation: the KNN algorithm was implemented for the classification process, with 
utilization of Python programing language, Figure 2.  
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Figure 2: Analyzing the presence of Ammonium in the water and determining the class quality  

 
Training and Testing Split: dataset was divided into training and testing sets to evaluate the 

algorithm's performance, demonstrated in Table 2 below. 
 

Table 2:  

Testing values of the classifier k in the KNN algorithm 
Number of data loaded 

(Database) 
Training data Testing data 

23137 18509 4628 
1500 1199 300 
2500 
9500 

1999 
7555 

500 
1889 

 

K value determination: various values of k classifier were tested to identify the optimal number of 
neighbors that yielded the highest classification accuracy, shown in Table 3. 

 
Table 3:  

Testing values of the classifier k in the KNN algorithm 
Parameter Accuracies Macro Avg (%) Weighted Avg (%) 

K=1 0.81 0.82 0.82 
K=5 0.79 0.79 0.79 
K=20 0.74 0.77 0.76 

 
Model evaluation: according to the results obtained, it can be concluded that although we have a 

change in input data, the KNN algorithm itself has the highest accuracy when the value of the parameter 
k=1, Figure 3. 

 
Figure 3: Results obtained from testing the algorithm by loading different numbers of data from the 
database 

4.2. Water Classification Based on Date Period and Location 

Representation of the results from classification by the algorithm for date 01.07.2020, results shown 
that the water has medium quality, more details in Table 4. 
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Table 4:  

Results from the analysis of the values entered on 20200107 for location SE647907-123283 
Location 

ID 

Nitrate 

Class 

Ammonium 

Class 

Phosphate  

Class 

TP  

Class 

Water  

Quality (WF) 

SE647907- 

123283 

~5.81 
med 

~1.09 
med 

~0.54 
low 

~0.77 
low 

 

med 

5. Limitations and Alternatives to improve the KNN algorithm 

Despite its strengths, KNN also has limitations such as computational inefficiency in large datasets, 
memory intensive and dimensionality issues. The choice of the parameter K is crucial, too small a value 
can led to overfitting, while too large a value can result in underfitting. Determining the optimal K often 
requires cross-validation. As the dataset grows, the K-Nearest Neighbors (KNN) algorithm's can lead 
to longer processing times and increased resource consumption [13]. There are many alternatives that 
can be implemented to improve the performance of the KNN algorithm: dimensionality reduction, 
weighted KNN, using efficient data structures, distance metric variations, hybrid approaches and 
incremental learning [14]. 

6. Conclusions 

Water pollution and water quality education together with scientific effort to determine water quality 
for each water body is a very important and effective tool to promote public awareness. Our aim is to 
contribute towards clean, healthy and safety environment by one real world implementation of machine 
learning algorithm in water quality prediction. 

The comprehensive analysis presented in this paper demonstrates the outcomes of the KNN 
algorithm. KNN algorithm was structured around functions and the implementation of relevant datasets 
which underwent preprocessing to facilitate the initial learning phase. This step was crucial for enabling 
the algorithm to perform accurate classifications based on predefined rules embedded in the code. The 
experimental process revealed how the algorithm's performance was influenced by variations in the 
data input, demonstrating its adaptability to different datasets. These datasets served as testing resources 
to refine the classification of water quality into three distinct categories: low, medium, and high. The 
results showed how the ratio between the weight factors of individual compounds impacted the overall 
classification, ensuring accurate distribution across the water quality classes. This approach highlights 
the significance of the influence of each compound on the classification process and its contribution to 
a more precise evaluation of water quality. 
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Abstract: 
In the era of the rapid growth of IoT, the number of deployed battery-powered wireless sensor 
nodes rises as well. Therefore the question of building the simulation tool for assessing the 
energy consumption of solar-powered wireless sensor nodes becomes very important. 
Considering the rapid development in the field of microcontroller and sensor technologies the 
flexible simulation tool focused on solar-powered sensor nodes can help in the design and 
planning of wireless sensor nodes and their deployment. 
This paper is focused on an approach to building the Python simulation tool designed to 
simulate the energy consumption of wireless solar nodes built on open-source hardware. The 
simulation tool is designed using as a model an existing open-source hardware sensor platform 
built around ESP32 microcontroller board, and connected sensors. Besides the platform and 
tool description, the platform results for four scenarios are presented. 

Keywords: 
Python simulation tool, solar-powered sensor node, ESP32, sensor node energy consumption 

1. Introduction 

One of the driving powers of the rapid growth of IoT is the variety of roles that IoT devices can 
have. These devices can be deployed to monitor or manage a variety of systems and in diverse 
environments. Depending on the IoT type nodes can be deployed in indoor and outdoor environments. 
In the outdoor environment, these nodes will probably have a problem with the power supply, because 
not many of them will have access to the power supply in their proximity. If the sensor node is going 
to be deployed in the open ground, in the fields, or far from the building, it will be probably solar-
powered. Therefore, the significance of the proper estimation of energy consumption of sensor nodes 
rises, especially in the process of their design. 

This paper presents the approach in the creation of a Python simulation tool designed to assess the 
performance of solar-powered sensor stations, as a tool for improving the efficiency of existing 
prototype platforms. The simulation tool is designed using as a model an existing open-source hardware 
sensor platform built around ESP32 microcontroller board and connected sensors for monitoring the 
simple environmental parameters. The simulation is built as an auxiliary tool for improving the 
efficiency of the same platform, but also to enhance the process of rapid configuration change and 
introduction of new configurations of wireless sensor nodes. 

This paper is structured as follows. After the Introduction, the very brief related work is presented. 
The platform and simulation overview are presented next. After the platform and tool description, the 
platform results for four scenarios are presented. Those four scenarios are no sleep-no-solar, sleep-no-
solar, sleep-solar-summer, and sleep-solar-winter scenarios. The results are briefly discussed, followed 
by the conclusion and possible further work definitions.     

2. Related Work 

Numerous studies have explored the application of solar energy, as well as the application and design 
of simulation tools in various fields of solar energy utilization.  Those studies targeted a broad range of 
solar-powered systems. These studies have been performed over a long period, for the last decade and 
more. Mazzoni et al. [1] present the methods for developing a simulation tool for solar dish–micro gas 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

436

mailto:dalibor.dobrilovic@tfzr.rs


turbine applications which include the solar concentrator, receiver/absorber, micro gas turbine, high-
speed generator, and power electronic systems. Makhija al. [2] compared the actual performance of a 
floating solar plant system in India with simulations from six different commercial tools. The results of 
their research show that PVsyst and SolarGIS were the most accurate in predicting performance for the 
canal-top system, while PVsol and SolarGIS–Prospect performed best for the floating system. 

Kaleshwarwaret al. [3] examined four system-based (System Advisor Model (SAM), PVsyst, 
PV*Sol and Solarius PV) and three online software tools (Helioscope, PV-Watts and PV-GIS) using 
real-world data from a solar plant installed on a building in Nagpur, India. Buonomano et al. [4] 
developed a method to maximize the performance of solar-assisted district heating networks. To 
achieve this goal, a novel dynamic simulation tool for solar thermal field design and optimization has 
been developed in the Simulink/Simscape environment. In [5] Robles-Enciso et al., presented Java-
based simulation tool that allows users to define energy sources and services, test different algorithms, 
run procedural simulations, and independently optimize energy management. Modeling the solar panels 
is also very well examined and research in this field dates from a long period ago such as presented in 
[6].  

Although extensive research is performed in the field of solar power system simulation, there is a 
gap in finding tools for simulating energy consumption in solar-powered wireless sensor nodes. This 
paper presents the Python-based simulation tool designed to enhance the development of open-source 
solar-powered sensor device prototypes described in [8] and [9]. This tool is designed to be easy to use 
and highly flexible to adapt to changes of solar-powered sensor nodes.  

3. Platform and Simulation Overview 

The simulation tool is built using Python and based on open-source prototype sensor nodes described 
in [8] and [9]. The main components of the platform and simulation tool are presented in Fig. 1 and 
include: 

• Solar Power Subsystem: Covers solar panel (81 × 137 mm, 1.5 W, 270 mA, 5.5 V), charge 
controller, Li-Po battery (2.500 mAh), and voltage regulator. 
• DHT11 Sensor: This module simulates temperature and humidity readings, incorporating 
predefined ranges and random variations. 
• MCU: is ESP32 microcontroller development board.  
• Power Management module: this module implements the power management of the sensor 
station, and employs power-saving strategies such as sleep modes (Active, Light-sleep, Deep-sleep) 
and duty cycling. 
• Sensor set: Consists of DHT-11 (temperature and humidity sensor), BH1750 light, and UV 
sensor to generate values derived from solar irradiance data. 
The simulation utilizes typical solar irradiance data for typical days, weeks, and months in July and 

December/January (summer and winter), which can be sourced from reliable references, such as in [7], 
that reflect average solar irradiance values for these periods. The outcomes of the simulation are 
displayed through graphs, demonstrating the performance of the solar-powered sensor station across 
various environmental conditions. MCU ESP32 has 3 connected sensors. Reading of sensor values is 
triggered each minute, and every 15 min the average data values from all three sensors separately are 
sent with a WiFi connection.   
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Figure 1: Sensor node and simulation tool components 

The main simulation parameters are set as follows:  

Battery Capacity: 

Battery capacity: 2500 mAh 

This parameter represents the maximum energy storage capacity of the Li-Po battery declared by 
the manufacturer. 

Sleep Mode Currents: 
Active_current: 150 mA 

Light sleep current: 20 mA 

Deep_sleep_current: 0.01 mA 

Active Mode consumes the most energy, as this is the mode in which the device performs sensor 
measurements and data transmissions. Light Sleep Mode uses reduced power consumption. In this mode 
the device is idle but can quickly wake when necessary. Deep Sleep Mode is the lowest-power state 
mode with minimal power usage. 

Wi-Fi Transmission Parameters: 
WiFi transmit current: 300 mA 

WiFi transmit duration: 2 min 

WiFi_transmit_interval: 15 min 

Solar Energy Parameters: 
Solar radiation summer (SRS): [0, 0, 0, 0, 0, 0, 100, 400, 800, 1000, 800, 

600, 500, 600, 800, 1000, 800, 400, 100, 0, 0, 0, 0, 0] W/h 

Solar radiation winter (SRW): [0, 0, 0, 0, 0, 0, 0, 0, 50, 150, 300, 400, 

300, 200, 100, 50, 0, 0, 0, 0, 0, 0, 0, 0] W/h 

Solar conversion_efficiency (SCE): 0.2 (20%) 

Solar_energy_day_summer: SRS * SCE * (1.5 / 1000) 

Solar_energy_day_winter: SRW * SCE * (1.5 / 1000) 

The summer scenario takes values of radiation during the day in the range between 0 and 1000 
Watts/hour, while the winter scenario takes values in the range between 0 and 400 Watts/hour. Sleep 
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mode impact is designed to simulate the extension of battery life by reducing power consumption during 
idle periods. Solar conversion efficiency is set to 20 percent. 

4. Results 

The outcomes of the simulation are displayed through graphs. The primary calculations evaluated 
include:  

1. Daily graph with battery level calculation in 24 hours. 
2. Weekly graph with battery level calculation in 7 days. 
3. Monthly graph with battery level calculation in 30 days. 
 
Four different figures represent the results for three different scenarios. Fig. 3 shows the results for 

battery level calculations without solar panels and without sleep mode. This simulation scenario 
estimates the battery operation duration of about 13 hours. Fig. 4 shows the results for battery level 
calculations without solar panels with implemented sleep modes and in this case battery operation 
duration of about 2 days. Fig. 4 and Fig. 5 calculate battery consumption for summer (typical 
temperatures for July), and for winter (typical temperatures for  December/January), retrospectively. 
Those calculus showed that the battery power should be available for continuous sensor node operation. 

 
Figure 2: Sensor node simulation for a day, a week, and a month without sleep-mode and without 
solar panel  
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Figure 3: Sensor node simulation for a day, a week, and a month with sleep-mode and without solar 
panel 
 

 
Figure 4: Sensor node simulation for a day, a week, and a month without sleep-mode and without 
solar panel for July (summer) 
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Figure 5: Sensor node simulation for a day, a week, and a month without sleep mode and without 
solar panel for December/January (winter) 

5. Conclusion 

This paper presents the Python-based simulation tool designed to enhance the development of open-
source solar-powered sensor device prototypes described. The simulation tool is applied to four 
scenarios. Those four scenarios are no sleep-no-solar, sleep-no-solar, sleep-solar-summer, and sleep-
solar-winter scenarios. The results are briefly discussed, followed by the conclusion and possible further 
work definitions. 

After the analysis of four scenario results this Python tool proved itself to be efficient in simulating 
solar energy production and consumption for the specific purpose of powering wireless sensor nodes.  

However, the simulation tool can be further improved. It should be compared with the real operating 
results of prototype sensor nodes that are used as a model for designing this tool. The advanced 
simulation parameters such as non-linear battery discharge, the influence of battery temperature to 
battery discharge, the influence of ambient and solar panel temperature on solar output performance, 
and others should be included in the future. 
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Abstract: 
This paper presents the development of an MVC .NET web application designed for gym 
membership management, with a particular focus on implementing a Master-Detail interface 
design. The theoretical segment delves into the MVC framework and the crucial role of 
JavaScript in enhancing user experience through dynamic interactions. It explores the 
significance of the Master-Detail relationship in efficiently organizing and displaying related 
data, ultimately improving user productivity. Furthermore, it provides a step-by-step 
overview of the application development process, detailing the challenges faced and solutions 
applied along the way. The final product is a user-friendly web application that effectively 
addresses the needs of gym administrators while showcasing a structured architecture 
suitable for modern applications. 
Keywords: 
Master-Detail Interface, MVC .NET, Web Application, JavaScript Dynamic Rendering 

1. Introduction 

Effective management of gym memberships is crucial for fitness facilities. As competition 
increases, gyms must ensure they provide efficient services to retain members. A robust system for 
tracking memberships can streamline administrative tasks and enhance overall operational efficiency 
for gym staff. 

This paper discusses the implementation of an MVC (Model-View-Controller) architecture in a 
.NET web application designed specifically for administrators. The master-detail interface design is 
an effective way to display related data in a structured manner. This design allows administrators to 
view a list of members (master) alongside detailed information for a selected member (detail), 
facilitating quick access to relevant data. The primary segment of the detail part of this design in the 
presented application is the list of memberships for the selected member. 

JavaScript is employed to dynamically present master-detail relationships within the application, 
allowing for immediate updates and interactions without the need for page reloads. This approach 
enhances the user experience for gym staff, making it more intuitive and efficient. 

The application features a simple and clear interface, designed for ease of use. While the current 
CSS styling is rather basic, the structure allows for potential enhancements and improvements in the 
visual presentation, ensuring that the application can evolve over time to meet user needs. 

2. Theoretical research 
2.1. Master-Detail Relationship 

A master-detail relationship is a data modeling technique that facilitates the organization and 
display of related data in a structured manner. In this context, the "master" represents a primary entity, 
such as a list of members, while the "detail" contains related information specific to the selected 
master entry. This approach allows users to easily navigate and access relevant data, enhancing the 
overall efficiency of data management in applications [1]. 
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In relational database systems, master-detail relationships are often implemented using foreign 
keys. The master table typically contains a primary key, which is referenced by a foreign key in the 
detail table [2]. This setup ensures referential integrity and allows for efficient querying of related 
data. By leveraging such relationships, developers can create applications that present detailed 
information without overwhelming the user with too much data at once [1, 3, 4]. 

The master-detail interface design enhances user experience by providing quick access to detailed 
information while maintaining a clear overview of the master data. Users can make informed 
decisions based on the contextual information provided in the detail view, thereby improving 
productivity and reducing the time spent searching for specific data points. This design pattern is 
particularly useful in administrative applications, where users frequently need to access detailed 
records related to their primary data entries [1, 4]. 

2.2. MVC (Model-View-Controller) Architecture 

MVC (Model-View-Controller) is a software architectural pattern widely used in web application 
development. It separates an application into three interconnected components: 

1. Model, which manages the data and business logic; 
2. View, which handles the user interface and presentation; 
3. Controller, which processes user input and interacts with the model to update the view. 
This separation of concerns facilitates easier maintenance, scalability, and testing, making it a 

popular choice for developers [5]. 
In the MVC architecture, Views are responsible for rendering the user interface. They receive data 

from the Controller and display it to the user, allowing for an interactive experience. Views can be 
dynamically updated based on user input or changes in the underlying data. This component plays a 
crucial role in ensuring that the application remains user-friendly and visually appealing [5]. 

Partial Views are a specific type of view in MVC that encapsulates a portion of the user interface. 
They allow developers to reuse UI components across different views, promoting code reusability and 
reducing redundancy. By breaking down complex views into smaller, manageable partial views, 
developers can maintain cleaner and more organized codebases. This modular approach also enhances 
the maintainability of the application [6]. 

2.3. JavaScript Interactivity 

JavaScript is a vital programming language in web development, allowing developers to create 
interactive and dynamic web applications. It enhances user experience by enabling immediate content 
updates without requiring a page reload. This feature is particularly valuable in applications where 
user interaction is frequent, as it provides a seamless experience [7]. 

One of the core functionalities of JavaScript is event handling, which allows the application to 
respond dynamically to user actions, such as clicks or key presses. In a master-detail interface, for 
example, clicking on a member's name triggers an event that fetches and displays detailed information 
about that member. This not only ensures that the interface remains fluid and user-friendly but also 
significantly improves usability by facilitating quick access to relevant information. Ultimately, this 
design pattern enhances productivity for users by providing immediate access to necessary data 
without the need for page reloads [7, 8]. 

3. Application development 
3.1. Summary of application functionality 

When the application is first accessed, regardless of an attempt to access a specific page on the 
site, the user is redirected to the login page. There is no registration, as the application is intended for 
use by supervisors working at the gym's front desk, so login is done using an existing account. 

When the administrator logs in, they are redirected to the main page of the application, which 
serves for displaying member records, as shown in the Figure 1. This page consists of two main 
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sections – a list of members on the left side and a more detailed description of the selected member, as 
well as their memberships, on the right side of the screen. 

Next to each member in the left table, there is an arrow marked in green for the selected user for 
display. Above the table, there is a button for creating a new member. In addition to member details, 
the right side features actions for changing member attributes and deleting them, as well as a button 
for creating a new membership. Below these actions, there is a table with memberships, where the 
current active membership is highlighted in green. Additionally, each membership has its own delete 
button. In the upper right corner, there are buttons for logging out of the account and creating a new 
user (administrator). 

 

 
Figure 1: Implementation of master-detail interface, including the names of sections 

3.2.  Implementation of master-detail interface 

As previously mentioned, the application consists of a main index page that is divided into two 
parts: 

4. Member List – This section features a compact list of all members, with an arrow next to each 
member. Clicking on the arrow reveals detailed information about the selected member. 
5. Display of Selected Member's Data – This section shows information about the members, 
actions regarding that entry, as well as their memberships. 
This functionality is achieved through the main index view, the partial views for the member list 

and the memberships of the selected member, and enhanced by JavaScript to manage dynamic 
interactions and ensure a seamless user experience. 

3.2.1. MVC Views 

From a more practical standpoint, the index page is responsible for displaying all member data. On 
the left side, it contains a partial view that lists all members, allowing the user to select which 
member's details to view. 

In the right column, the application iterates through each member in the model, displaying their 
attributes, including ID, first name, and last name. For each member, there are action links for editing, 
deleting, and creating a membership, providing essential functionality directly from the list. 

Immediately following the member details, the partial view for displaying the memberships 
associated with the selected member is rendered. This structure ensures that users can easily access 
both member information and their corresponding memberships in a cohesive manner. 

Graphic display of mentioned segmets is presented in the previously shown Figure 1, while Listing 
1 demonstrates code implementation. 
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<div class="kontejner"> 
    <div class="leva kolona lista-clanova"> 
        <p> 
            @Html.ActionLink("Kreiraj novog člana", "Kreiraj", new { }, new { @class = "btn btn-
primary" }) 
        </p> 
        @Html.Partial("_PrikaziListuClanova", Model.Clanovi) 
    </div> 
    <div class="desna kolona" id="listaClanovaZaPrikaz"> 
        @foreach (var item in Model.Clanovi) 
        { 
            <div id="@item.Id" class="clan-za-prikaz"> 
                <div style="background-color: white"> 
                    <p class="atribut-clana">Id: @Html.DisplayFor(modelItem => item.Id) </p> 
                    <p class="atribut-clana">Ime: @Html.DisplayFor(modelItem => item.Ime) </p> 
                    <p class="atribut-clana">Prezime: @Html.DisplayFor(modelItem => item.Prezime) </p> 
                    <p class="atribut-clana"> 
                        @Html.ActionLink("Izmeni", "Izmeni", new { id = item.Id }, new { @class = "btn 
btn-warning" }) | @Html.ActionLink("Obriši", "Obrisi", new { id = item.Id }, new { @class = "btn 
btn-danger" }) |@Html.ActionLink("Kreiraj Clanarinu", "KreirajClanarinu", "Clanarine", new { 
idClana = item.Id }, new { @class = "btn btn-primary" })</p>  
                </div> 
                @Html.Partial("_PrikaziClanarineZaClana", item.ListaClanarina) 
            </div> 
        } 
    </div> 
</div> 
Listing 1: Fragment of Index View 

 
The “_PrikaziListuClanova” partial view, shown in the Listing 2, is designed to present a 

scrollable list of members. This view utilizes a table format to clearly display key attributes of each 
member, including their first name and last name. 

Each row in the table contains a button which is linked to the corresponding member's ID. When 
clicked, this button triggers the display of detailed information about the selected member on the 
index page. This button has no definition about its actions, since that is a part of the JavaScript code, 
which will be explained in the later part of the paper. 

 
@model IEnumerable<ECT.Web.Models.Clanovi.ClanViewModel> 
<div class="lista-za-scrollovanje"> 
    <table class="table" id="listaClanova"> 
        <tr> 
            <th>@Html.DisplayNameFor(model => model.Ime) </th> 
            <th> @Html.DisplayNameFor(model => model.Prezime) </th> 
            <th>@Html.DisplayName("Prikaži člana")</th> 
        </tr> 
        @foreach (var item in Model) 
        { <tr> 
                <td> @Html.DisplayFor(modelItem => item.Ime) </td> 
                <td>@Html.DisplayFor(modelItem => item.Prezime) </td> 
                <td> <button class="dugme-prikazi-clana" data-id="@item.Id"> > </button></td> 
            </tr> } 
    </table> 
</div> 
Listing 2: Partial View for list of members 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

446



The “_PrikaziClanarineZaClana” partial view is responsible for displaying a list of memberships 
associated with a selected member and its implementation can be seen in the Figure 3. This view is 
structured as a table, which allows for clear and organized presentation of each membership's details. 
The table includes columns for the start date and expiration date of each membership. For each 
membership, there is also an action link labeled "X" that allows the administrator to delete the 
corresponding membership. This integration provides essential functionality for managing 
memberships directly from the member details view. 

 
@model IEnumerable<ECT.Web.Models.Clanarine.ClanarinaViewModel> 
<table class="table listaClanarina"> 
    <tr> 
        <th> @Html.DisplayNameFor(model => model.DatumPocetka) </th> 
        <th>@Html.DisplayNameFor(model => model.DatumIsteka) </th> 
        <th></th> 
    </tr> 
    @foreach (var item in Model) 
    { 
        <tr> 
            <td id="@item.Id"> @Html.DisplayFor(modelItem => item.DatumPocetka) </td> 
            <td>  @Html.DisplayFor(modelItem => item.DatumIsteka) </td> 
            <td> @Html.ActionLink("X", "ObrisiClanarinu", "Clanarine", new { id = item.Id }, new { 
@class = "btn btn-danger" })</td> 
        </tr> 
    } 
</table> 
Listing 3: Partial View for memberships 

3.2.2. Enabling dynamic interface management via JavaScript  

Upon the DOMContentLoaded event, the script begins execution, ensuring that all HTML 
elements are fully loaded. It retrieves the elements representing the member display area and the list 
of members. If either element is missing, an error is logged to the console, and the script halts 
execution to prevent further errors. This initialization is rather simple and can be seen in Listing 4. 

 
document.addEventListener('DOMContentLoaded', () => { 
    const listaClanovaZaPrikaz = document.getElementById('listaClanovaZaPrikaz'); 
    const listaClanova = document.getElementById('listaClanova'); 
    const clanovi = listaClanovaZaPrikaz.getElementsByClassName('clan-za-prikaz'); 
    const dugmici = listaClanova.getElementsByClassName('dugme-prikazi-clana'); 
 
    if (!listaClanovaZaPrikaz || !listaClanova) { 
        console.error('Nedostaju DOM elementi'); 
        return; 
    } 
Listing 4: Initialization of JavaScript code 

 
The next segment, shown in the Listing 5, initializes collections of member elements and buttons. 

It then iterates through each member element and adds the CSS class “sakriveno” to hide them 
initially, ensuring that no member details are displayed until a selection is made. 

 
for (let clan of clanovi) { 
        if (!clan.classList.contains('sakriveno')) { 
            clan.classList.add('sakriveno'); 
        } 
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    } 
Listing 5: Process of hiding displayed members 

 
An event listener is added to the members list, which listens for click events. If a button for 

displaying a member is clicked, the ID of that member is retrieved from the button's data-id attribute, 
and the function “prikaziClana” is called with that ID, triggering the display of the corresponding 
member's details. Exact implementation can be found in Listing 6. 

 
listaClanova.addEventListener('click', (event) => { 
        if (event.target.classList.contains('dugme-prikazi-clana')) { 
            const id = event.target.getAttribute('data-id'); 
            prikaziClana(id); 
        } 
    }); 
Listing 6: Event handler for button for displaying a member 

 
The “prikaziClana” function, shown in Listing 7, is responsible for displaying the selected 

member's details. Initially, it hides all member elements by adding the “sakriveno” class and 
removing the “prikazano” class. It then identifies the selected member by its ID and removes the 
“sakriveno” class to show it. Additionally, it updates the visual state of the corresponding button, 
marking it as active while resetting the state of other buttons to non-active. 

 
function prikaziClana(id) { 
        for (let clan of clanovi) { 
            clan.classList.add('sakriveno'); 
            clan.classList.remove('prikazano'); 
        } 
 
        const odabranClan = document.getElementById(id); 
        if (odabranClan) { 
            odabranClan.classList.remove('sakriveno'); 
            odabranClan.classList.add('prikazano'); 
 
            for (let dugme of dugmici) { 
                if (dugme.getAttribute('data-id') === id) { 
                    oznaciDugme(dugme); 
                } else { 
                    dugme.classList.remove('aktivno-dugme'); 
                } 
            } 
        } 
    } 
Listing 7: Function for showing a member 

 
The “oznaciDugme” function updates the visual state of the buttons. It first removes the “aktivno-

dugme” class from all buttons, ensuring that only one button can be marked active at any time. It then 
adds the “aktivno-dugme” class to the button that corresponds to the currently selected member, 
providing a clear visual cue to the user about which member is currently being viewed. This 
manipulation of CSS classes is displayed in the Listing 8. 

 
function oznaciDugme(odabranoDugme) { 
        for (let dugme of dugmici) { 
            dugme.classList.remove('aktivno-dugme'); 
        } 
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        odabranoDugme.classList.add('aktivno-dugme'); 
    } 
Listing 8: Function for marking a button as selected 
 

The “prikaziPrvogClana” function is designed to automatically display the first member in the list 
if no member has been selected. It locates the first button for displaying a member and retrieves its 
ID. If found, it calls prikaziClana with that ID to display the member's details. Listing 9 shows precise 
implementation of the forementioned function. 

 
function prikaziPrvogClana() { 
        const prvoDugme = listaClanova.querySelector('.dugme-prikazi-clana'); 
        if (prvoDugme) { 
            const prviId = prvoDugme.getAttribute('data-id'); 
            prikaziClana(prviId); 
        } 
    } 
Listing 9: Function for displaying the first member 

 
The “preuzmiProsledjenogClana” function extracts the member ID from the current URL path and 

is shown in the Listing 10. It splits the pathname into parts, filters out any empty segments, and 
returns the last segment, which is assumed to be the member ID. This allows the application to load a 
specific member based on the URL. 

 
function preuzmiProsledjenogClana() { 
        const path = window.location.pathname; 
        const parts = path.split('/').filter(part => part); 
        return parts.pop(); 
    } 
Listing 10: Function for extraction of member ID from URL path 

 
The “isValidGuid” function, shown in the Listing 11, checks if the member ID from the URL 

conforms to a valid GUID (Globally Unique Identifier) format. This validation ensures that only 
correctly formatted IDs are processed, preventing errors when displaying member details. 

 
function isValidGuid(value) { 
        const guidRegex = /^[0-9a-fA-F]{8}-[0-9a-fA-F]{4}-4[0-9a-fA-F]{3}-[89abAB][0-9a-fA-
F]{3}-[0-9a-fA-F]{12}$/; 
        return guidRegex.test(value); 
    } 
Listing 11: GUID validation 

 
If the ID is valid, the application calls the “prikaziClana” function to display the corresponding 

member's information. If the ID is invalid, the application defaults to showing the first member using 
“prikaziPrvogClana” presented in the Listing 9, ensuring users always access valid member 
information. The aforementioned check can be seen in the Listing 12. 

 
const id = preuzmiProsledjenogClana(); 
    if (isValidGuid(id)) { 
        prikaziClana(id); 
    } else { 
        prikaziPrvogClana(); 
    } 
Listing 12: Member selection logic 

 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

449



This concludes the member display logic. When the page loads, the application shows the 
corresponding member based on the provided ID, which is passed if the member was recently created 
or updated. If no member ID is specified, the application defaults to displaying the first member in the 
list, ensuring a smooth user experience from the moment the page is accessed. 

3.2.3. Database Scheme 

The database scheme seen in the Figure 2 illustrates the relationship between the "Clanovi" 
(Member) and "Clanarine" (Membership) tables, forming the foundation for the application's 
functionality. The "Clanovi" table holds essential information about each member, while the 
"Clanarine" table contains details about their memberships. It is crucial for these tables to be linked at 
the lowest layer of the application, as this connection enables the master-detail interface. By 
establishing a foreign key relationship where the "Clanarine" references the "Clanovi" through the 
member ID, the application can efficiently display detailed membership information for the selected 
member. 

 

 
Figure 2: Database tables for members and membersihps, including their relationship 

4. Conclusion and further work 

In conclusion, this paper highlights the effective implementation of a Master-Detail interface 
within a .NET MVC web application for managing gym memberships. The application successfully 
provides an intuitive user experience by allowing users to view and interact with member data 
efficiently. The dynamic nature of the interface, facilitated by JavaScript, ensures that users can 
access relevant information quickly, thereby enhancing productivity. 

Looking ahead, there are opportunities for further development, such as the implementation of 
master-detail entry functionality, which would allow for the input of the first membership directly 
during the member creation process. Additionally, expanding the application to include member 
accounts, particularly for mobile devices, would significantly enhance accessibility and usability for 
gym staff and members alike. 
 

References: 
[1] Hmelnov, A., Ruzhnikov, G., Li, T., & Xu, H., “An approach to information export from 

database for complex master-detail table hierarchies into a single flat table form”, CEUR 
Workshop Proceedings, 2021. 

[2] Silberschatz, A., Korth, H., & Sudarshan, S., “Database System Concepts (Sixth Edition)”, 
McGraw-Hill, 2011. 

[3] Naik, P. G., & Naik, G. R., “JSP Custom Tag For Displaying Master-Detail Relationship in a 
Hierarchical Grid Control – A Case Study”, International Journal of Engineering Applied 
Science and Technology, 2016. 

[4] Sells, C., & Griffiths, I., “Programming WPF (Second Edition)”, O'Reilly Media, 2007. 
[5] Galloway, J., Haack, P., Wilson, B., & Allen, K. S., “Professional ASP.NET MVC 4”, Wrox, 

2012. 
[6] Ozkaya, M., Fidandan, I., “MVCLang: A Software Modeling Language for the Model-View-

Controller Design Pattern”, International Conference on Software Technologies, 2020. 
[7] Flanagan, D., “JavaScript: The Definitive Guide (Seventh Edition)”, O'Reilly Media, 2020. 
[8] Crockford, D., “JavaScript: The Good Parts”, O'Reilly Media, 2008. 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

450



Adaptive Biometric Systems: Challenges and Opportunities 
 
Anita Petreska1, Blagoj Ristevski1, Ivica Dimitriovski2, Saso Nikolovski1, Daniela Slavkovska3 

 
1 Faculty of Information and Communication Technologies-Bitola, University “St. Kliment Ohridski”- 
Bitola, Republic of Macedonia, 
2 Faculty of Computer Science and Engineering, University of Ss. Cyril and Methodius in Skopje, 
Republic of Macedonia 
3 Children’s Hospital Skopje 
petreska.anita@uklo.edu.mk, blagoj.ristevski@uklo.edu.mk, ivica.dimitrovski@gmail.com, 
saso.nikolovski@makpetrol.com.mk  

 
 
Abstract: 
Adaptive biometric systems represent a significant advancement in authentication 
technologies, designed to dynamically update biometric templates to maintain high accuracy 
and security over time. This paper examines the key strategies for adapting these systems, 
focusing on their ability to evolve as users’ biometric data changes due to factors like aging, 
environmental shifts, or behavioural variations. Central to this process are adaptation 
mechanisms, such as additive and replacement techniques, which continuously update 
biometric templates to reflect new data while maintaining the integrity of the system. Key 
criteria for adaptation include oracle-based methods, request acceptance, and dual thresholds, 
which help determine when and how the system should adapt. Adaptation modes, whether 
supervised or semi-supervised, guide how templates are updated based on labelled or 
unlabelled data. Both offline (delayed) and online (real-time) adaptation methods offer distinct 
advantages, depending on system requirements. Despite their benefits, adaptive biometric 
systems face significant challenges, particularly in large-scale applications, data acquisition, 
and security risks such as poisoning attacks. Addressing these challenges, including the 
development of secure, scalable, and resource-efficient solutions, is crucial for the widespread 
adoption of adaptive biometric systems, especially in mobile and commercial contexts. 
 
Keywords: 
biometric pattern, biometric template, adaptive biometric systems, biometric databases. 

1. Introduction 

This paper aims to investigate adaptive biometric systems, which dynamically update biometric 
templates to improve identification accuracy and security, to improve their functionality. The 
introductory section explains the importance of adaptive biometric systems, focusing on their role in 
improving the accuracy and security of authentication [1], Section 2 covers adaptation strategies, 
including models for updating biometric templates and the mechanisms involved in their adaptation [2], 
[3], Section 3 discusses adaptation criteria, which define when and how biometric data in systems are 
updated [4], [5], Section 4 deals with the adaptation mode, explaining the methods of supervised and 
semi-supervised system adaptation. Section 5 explores adaptation mechanisms, analysing different 
approaches for dynamically updating biometric templates. Section 6 highlights open challenges, such 
as system scalability, security issues, and the need for improved test databases. The conclusion 
highlights that while adaptive biometric systems offer significant benefits, the challenges remain, 
particularly in security and adaptability. 

2. Strategies for adaptation of the biometric template 

Adaptation strategies in biometric systems are essential for improving system performance and 
accuracy over time. These strategies, shown in Fig. 1, are typically structured around several key 
components: 
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Figure 1: Generic flowchart of the biometric adaptation process. 

 
• Reference modelling defines the structure and method for modelling the biometric template. 
• Adaptation criteria determine the conditions under which the adaptation mechanism is 
triggered. 
• Adaptation mode specifies the method used for assigning labels to biometric templates, which 
can be supervised or semi-supervised. 
• Adaptation periodicity establishes the frequency at which the adaptation process is applied, 
whether in real-time (online) or periodically (offline). 
• Adaptation mechanism outlines the specific steps that are taken once the adaptation criteria are 
met. 
These strategies ensure that biometric systems can evolve and adapt to new data and environmental 

changes, improving their reliability and accuracy over time. 

2.1. Reference Modelling in Adaptive Biometric Systems 

Reference modelling plays a key role in adaptive biometric systems, addressing the need to adapt 
biometric templates over time to improve identification accuracy and reliability. During the 
authentication process, the user's biometric characteristics may vary due to factors such as emotional 
state, health conditions, or changes in the environment. These strategies are usually based on 
classification algorithms and biometric template update mechanisms. 

In adaptive biometric systems, biometric templates are generally categorized into three main types 
[5]: 

• A single-sample biometric template usually consists of a single sample obtained during the 
registration phase. Although simple, it has limitations, especially for behavioural modalities that exhibit 
significant variability, such as keystroke dynamics. Research shows that while this method may be 
sufficient for physical modalities with less variability, behavioural modalities often require multiple 
samples to achieve stability and accuracy [6]. 

• Multi-sample biometric template (galleries) involves collecting multiple samples during the 
registration phase and storing them in a biometric template gallery. The use of multiple samples 
minimizes errors, as it accounts for variations in the user's biometric data [7]. 

• Multiple templates per user is a method that maintains several biometric templates for each user, 
customizing them over time by incorporating new samples. This provides a more accurate 
representation of the user's current state, accommodating variations in biometric characteristics. 
Techniques such as clustering can automatically organize patterns into groups, with the most 
representative samples used as prototypes, improving system accuracy while reducing memory and 
processing requirements. 
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2.1.1. Adaptation Strategies 

Adapting biometric systems involves various strategies that enable them to adjust to changes in a 
user's biometric data, as illustrated in Fig. 2. Key factors in developing these strategies include: 
 

 
Figure 2: Algorithm for adaptive positive selection 
 

• Adaptation criterion, which uses various triggers such as system performance changes or new user 
data to initiate adaptation. 
• Adaptation mode, where adaptation can be either supervised or semi-supervised depending on 
whether the update process is automated or requires human intervention. 
• Adaptation periodicity, where adaptation can occur either online, with each recognition event, or 
offline, periodically. 
By improving adaptation models and developing new classification algorithms, biometric systems 

can significantly enhance their accuracy and reliability over time, thereby providing a higher level of 
protection for users. 

3. Adaptation Criteria in Biometric Systems 

Adaptation criteria are essential components that determine when and how to adapt a biometric 
system to maintain or improve its performance. The nature of biometric data, influenced by 
environmental factors, physiological changes, and operational conditions, demands continuous 
adjustment to maintain accuracy and security. In the literature, several adaptation criteria have been 
proposed, and their effectiveness varies depending on the system's needs and the biometric modality 
used. 

Oracle-based Adaptation: The oracle-based approach relies on a human operator (or an equivalent 
decision-making entity) to decide when the system should undergo adaptation. While this method 
ensures high accuracy, as it relies on human judgment, it is not always feasible, especially in fully 
automated systems [8]. In systems requiring minimal human intervention, relying on an operator to 
monitor each decision is impractical. This approach is particularly useful when the stakes of incorrect 
classification are high, such as in critical security environments, but the operational cost can be high 
due to the manual intervention required. 

Request Acceptance: The request acceptance criterion is one of the simplest forms of adaptation. In 
this case, any accepted authentication request is used to update the biometric template. For example, 
systems that use keystroke dynamics for authentication constantly monitor and update the user’s typing 
behaviour [9]. Over time, this helps the system adapt to natural changes in a user’s behaviour. However, 
this approach has limitations, as it risks incorporating incorrectly classified samples into the original 
biometric template, potentially degrading the system's accuracy. 

In keystroke dynamics, for instance, changes in the typing style over time can lead to false rejections. 
To address this, dynamic updating of training data is recommended to ensure that classifiers remain 
effective even as typing behaviour evolves. There are two primary update mechanisms: "moving 
window" and "growing window." The "moving window" method uses a fixed number of recent samples, 
whereas the "growing window" incorporates all new and original samples. 
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Dual Threshold Criterion: The dual threshold approach incorporates two distinct thresholds: a 
decision threshold and an adaptation threshold. Only samples that meet the more stringent adaptation 
threshold are used to update the system [10]. This minimizes the risk of including false positives in the 
genuine biometric template. Although this method reduces errors associated with incorporating false 
samples, its improvement in overall system performance may be limited due to its strict adaptation 
strategy. 

The dual threshold approach is beneficial in environments where it is crucial to limit errors, such as 
in fingerprint recognition systems, where high security and accuracy are paramount. However, its 
conservative nature can sometimes prevent the system from adequately adapting to genuine changes in 
the user's biometric data. 

Adaptive Thresholds: The adaptive thresholds method is an enhancement of the dual threshold 
approach, allowing thresholds to adjust over time [11]. By continuously updating these thresholds, the 
system can track intra-class variations in user characteristics and adapt more effectively. This method, 
validated through keystroke dynamics, demonstrated improved authentication performance by reducing 
error rates compared to fixed thresholds. 

In a biometric modality such as keystroke dynamics, where intra-class variation is significant, 
adaptive thresholds provide flexibility, improving both security and usability. Research has shown that 
adaptive thresholds reduce equal error rates (EER) by up to 2% compared to static thresholds [11]. 

Quality Index: The quality index criterion ensures that only high-quality data is incorporated into 
the biometric template. This index assesses the quality of biometric samples based on various factors, 
such as sensor performance and environmental conditions. If the data quality is deemed insufficient, 
the sample is discarded to prevent degrading the template's accuracy [12]. 

This method is particularly relevant in multimodal biometric systems, where multiple modalities 
(e.g., face recognition, fingerprint recognition) are used. It ensures that the system adapts only when 
the new data is reliable, which is crucial when the biometric system operates in uncontrolled 
environments. 

Condition-Sensitive Adaptation: Condition-sensitive adaptation focuses on adjusting the system 
based on specific conditions during the acquisition of biometric data. For instance, if the lighting or 
user pose differs significantly from the reference conditions, the system adapts accordingly [13]. This 
approach ensures that unnecessary samples are excluded, reducing the risk of template contamination. 
For face recognition systems, which are highly sensitive to environmental changes, condition-sensitive 
adaptation can significantly improve performance by filtering out low-quality samples and focusing on 
conditions that resemble the reference environment. 

Error Deviation Prediction: The error deviation prediction criterion analyses deviations in system 
performance to determine when adaptation is necessary. This approach is useful in scenarios where the 
system needs to monitor for systematic errors, such as false mismatches, which may indicate that the 
template is becoming outdated.  Continuous monitoring of error distributions can guide decisions about 
when to update biometric templates. 

In systems deployed at border control checkpoints, a series of false mismatches may prompt the 
system to initiate an update. This method helps maintain performance in dynamic, real-world 
environments where biometric data may evolve over time. 

Mixed Criteria: Mixed criteria involve combining multiple sources of information to support 
adaptation decisions. This method is particularly effective in multimodal biometric systems, where 
different modalities (such as face and fingerprint recognition) can be leveraged together to improve 
accuracy [15]. Adaptation is triggered when one modality reaches a mismatch threshold while the other 
confirms the user's identity. The mixed criteria method allows for more robust adaptation strategies, 
especially when different biometric modalities exhibit varying degrees of intra-class variability. It has 
been shown to enhance template update processes and improve overall system performance [14], [15], 
[16]. 
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4. Adaptation Mode 

Adaptation criteria are essential components that determine when and how a biometric system 
should adapt to maintain or improve its performance. Several adaptation criteria have been proposed in 
the literature, with their effectiveness varying based on the system's needs and the biometric modality 
used. 

Oracle-based adaptation relies on a human operator or decision-making entity to decide when the 
system should undergo adaptation. While this method ensures high accuracy, it is not always feasible, 
especially in fully automated systems. In systems requiring minimal human intervention, relying on an 
operator is impractical. This approach is useful in critical security environments but comes with high 
operational costs due to manual intervention [17]. 

Request acceptance is a simpler form of adaptation where any accepted authentication request 
updates the biometric template. For example, systems using keystroke dynamics monitor and adapt to 
changes in typing behaviour over time. However, this can introduce errors if incorrectly classified 
samples are incorporated. In keystroke dynamics, changes in typing style can lead to false rejections, 
so dynamic updating of training data through "moving window" or "growing window" mechanisms is 
recommended. 

The dual threshold criterion involves two thresholds—a decision threshold and an adaptation 
threshold. Only samples that meet the adaptation threshold are used for updates, minimizing the 
inclusion of false positives but limiting system performance improvement. This method is beneficial in 
high-security environments like fingerprint recognition but may prevent adaptation to genuine changes 
[18], 

Adaptive thresholds improve upon the dual threshold approach by allowing thresholds to adjust 
over time, enabling the system to track intra-class variations and adapt more effectively. Research 
shows that adaptive thresholds, particularly in keystroke dynamics, can reduce error rates compared to 
static thresholds. 

Quality index ensures that only high-quality data is included in the biometric template by assessing 
biometric samples based on sensor performance and environmental conditions, discarding low-quality 
data to preserve template accuracy. This method is especially relevant in multimodal systems like face 
and fingerprint recognition, where adapting only to reliable data is crucial in uncontrolled environments. 

Condition-sensitive adaptation adjusts the system based on specific conditions during data 
acquisition, such as lighting or pose changes, to ensure only relevant samples are used, improving 
performance in systems like face recognition that are sensitive to environmental changes. 

Error deviation prediction analyses deviations in system performance to decide when adaptation is 
necessary, helping systems monitor systematic errors such as false mismatches. This method is 
particularly useful in dynamic environments like border control checkpoints, where biometric data can 
evolve over time. 

Mixed criteria combine multiple sources of information to support adaptation decisions. This is 
effective in multimodal systems, where different modalities like face and fingerprint recognition can be 
leveraged together. Adaptation is triggered when one modality reaches a mismatch threshold while the 
other confirms the user's identity, enabling more robust adaptation strategies and improving overall 
system performance. 

4.1. Periodicity of adaptation 

The frequency of adaptation refers to how often a biometric system updates its templates. Adaptation 
can occur either offline (with a delay) or online (in real-time), with each approach having different 
effects on system performance and complexity [19]. 

Offline adaptation involves collecting biometric data over time and temporarily storing it. Once 
enough data is gathered or a certain time has passed, the templates are updated. This approach 
minimizes the impact on real-time performance since updates occur during inactive periods. The 
adaptation frequency is typically based on predefined intervals, making it a controlled but slower 
process [20], While this method is more stable and suitable for systems that don't require immediate 
updates, it may struggle in environments where frequent changes occur. 
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Real-time adaptation, on the other hand, updates templates as soon as a decision criterion is met. It 
allows continuous template adjustments during the user verification process, helping maintain high 
accuracy as conditions change. However, this adds complexity and processing time because recognition 
and adaptation happen simultaneously, making it more suitable for environments where biometric data 
or user behaviours frequently change [21]. 

The choice between offline and real-time adaptation depends on the system’s requirements, resource 
availability, and desired accuracy. Offline adaptation helps maintain stable system performance and 
avoids overburdening resources during operation, though it may not be responsive enough for 
environments that require frequent updates. Real-time adaptation offers immediate responsiveness to 
changing conditions, but this comes at the cost of added complexity and processing delays. It is 
particularly useful in critical applications like security and access control, where biometric data and 
environmental conditions change frequently. However, for systems where stability and minimal 
processing overhead are prioritized, offline adaptation remains a strong option, allowing periodic 
updates without disrupting system performance. 

5. Adaptation and Additive Mechanism in Biometric Systems 

The adaptation mechanism in biometric systems is crucial to maintaining high performance in 
dynamic environments. As biometric data, such as fingerprints, facial recognition or typing dynamics, 
evolve over time due to factors such as ageing, changes in lighting or variations in user behaviour, the 
system needs to update its biometric templates to prevent accuracy degradation. The adaptation process 
ensures that the biometric system remains resilient and accurate despite these variations. The four basic 
categories of adaptation mechanisms are presented: additive mechanisms, substitution mechanisms, 
multi-gallery mechanisms, and selection mechanisms [22]. 

Additive mechanisms incrementally add new samples to the biometric gallery without removing 
existing ones. These mechanisms help capture a wider range of within-class variation in a user's 
biometrics, reducing false rejections that occur when genuine biometric variations are confused with 
imposter attempts. The augment-update mechanism is one of the earliest studied methods, as explored 
in studies such as [23], which continuously adds new, original samples to the user's gallery. This method 
assumes that the new samples are reliable and represent the true variations in the user's biometric data. 

The advantage of additive mechanisms lies in their simplicity and ability to handle a wide range of 
biometric variations. However, a significant drawback is the uncontrolled growth of the biometric 
gallery over time, which can lead to storage and computational inefficiencies. Mechanisms like Graph 
Min-Cut use advanced algorithms to add new samples while retaining basic information about the user's 
biometric patterns without overloading the system's memory [24]. 

Replacement mechanisms not only add new samples to the gallery, but also remove older or less 
representative samples. This strategy addresses the limitation of additive mechanisms by preventing the 
gallery from growing indefinitely. A sliding window mechanism, also known as “First In First Out” 
(FIFO), replaces the oldest samples in the gallery with newer ones. This keeps the size of the gallery 
constant, making it manageable and preventing memory overload [25]. 

More advanced replacement mechanisms, such as MDIST and DEND, prioritize the replacement of 
samples based on their similarity to other samples in the gallery. MDIST selects samples that are most 
representative of the user's biometric data by calculating their average distance to other samples in the 
gallery, while DEND focuses on preserving samples that capture a wide range of variation within the 
class. Both methods have been shown to improve performance in biometric systems, especially when 
used in combination with semi-supervised learning techniques [26]. Another innovative replacement 
mechanism is Least Recently Used (LRU), which replaces the least recently used samples in the gallery. 
Although efficient in some scenarios, LRU can be computationally expensive, as it requires the system 
to track the usage frequency of each sample in the gallery [27]. 

Multi-gallery mechanisms involve managing two or more biometric galleries simultaneously, with 
each gallery using a different adjustment mechanism. This approach allows biometric systems to benefit 
from the strengths of multiple adaptation strategies. For example, in a dual parallel configuration, one 
gallery can use the Growing Window mechanism to save initial user templates, while another gallery 
can use the Sliding Window to update the system with the latest biometric data. The combined results 
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of the two galleries improve the system's ability to adapt to user behaviour while maintaining pattern 
integrity. 

Another example is Co-Update, a method that applies the principles of co-training to adaptive 
biometric systems. In this approach, each gallery corresponds to a different biometric modality, such as 
face and fingerprint recognition. When one modality confidently classifies a sample, the corresponding 
gallery for the other modality is updated. This approach leverages the complementary nature of different 
biometric traits to improve system accuracy and robustness in real-world scenarios [28]. 

Selection mechanisms aim to reduce the size of the biometric gallery by retaining only the most 
representative samples. These mechanisms are often used in conjunction with additive mechanisms to 
manage gallery growth effectively. In the context of template selection, the system identifies the most 
relevant samples that accurately represent the user’s biometric patterns. For example, the DEND 
algorithm uses hierarchical clustering to group samples based on their similarity and selects the most 
representative sample from each cluster for inclusion in the gallery [29]. 

An alternative approach is MDIST, which ranks samples based on their average similarity to other 
samples in the gallery. Samples with the highest similarity scores are retained, while others are 
discarded. Selection mechanisms are particularly useful in scenarios where storage limitations or 
computational efficiency is a concern, as they reduce the overall size of the biometric gallery without 
sacrificing accuracy [30]. 

6. Open Challenges 

The development of adaptive biometric systems brings numerous challenges, especially in scaling, 
dataset acquisition, and defence against attacks. These systems must constantly adapt to changes in 
biometric data over time, such as ageing or environmental factors, to maintain high accuracy and 
security. Below are some of the key open challenges in adaptive biometric systems [31], [32], [33], 
[34]. 

Large-Scale Adaptive Biometric Systems: Most current studies on adaptive biometric systems focus 
on small to medium-sized datasets with around 33 to 550 users[29]. However, in real-world applications 
like border control, the number of users can be significantly larger. Scaling these systems raises 
concerns regarding the time and resources required for adaptation. While small datasets are useful for 
proof of concept, larger datasets are crucial for evaluating the true capabilities and limitations of 
adaptive systems. Future research needs to explore how large-scale datasets affect adaptation strategies 
in real-time systems. 

Acquisition of Suitable Datasets: One of the most pressing issues in the field is the lack of large and 
varied biometric datasets that can be used to evaluate adaptive biometric systems. To properly assess 
the adaptability of these systems, datasets should include multiple samples per user, ideally collected 
over different sessions under varying conditions. However, publicly available datasets often lack such 
variety, making it challenging to evaluate the performance of systems in real-world settings. Gathering 
long-term data for adaptive systems is time-consuming, but it is critical to improving the accuracy and 
resilience of biometric recognition technologies. 

Generation of Synthetic Datasets: Since collecting real biometric data over long periods is difficult, 
generating synthetic datasets has become a popular alternative. These datasets can simulate temporal 
changes in biometric features, allowing researchers to test algorithms on large-scale data. Recent work 
has explored this approach for various modalities, including fingerprint and keystroke dynamics. 
However, challenges remain in accurately simulating real-world biometric variations, especially as 
changes differ across modalities. Future research should focus on modelling how temporal changes 
affect different biometric features to enhance synthetic dataset realism. 

Attacks on Biometric Systems: A significant threat to adaptive biometric systems comes from attacks 
such as spoofing, replay, and poisoning attacks. Poisoning attacks occur when adversaries intentionally 
introduce false data into the system, leading to the corruption of genuine biometric templates. Adaptive 
systems, which update their templates over time, are particularly vulnerable to such attacks because 
they can mistakenly incorporate malicious data as legitimate input. Countermeasures like liveness 
detection and ensemble techniques can help mitigate these vulnerabilities. Nonetheless, adaptive 
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biometric systems must balance between adaptability and security to avoid being exploited by 
adversaries. 

Adaptation to Both Temporal and Environmental Conditions: Biometric systems must adapt not 
only to temporal changes, such as ageing but also to varying acquisition conditions. For example, in 
facial recognition systems, templates may need to adapt to different lighting or facial poses. Systems 
like Self-Update can adapt over time, while others like Sliding Window are better suited for adapting 
to changing conditions. A key challenge is designing systems that can adapt to both types of changes 
without compromising performance. 

Commercial Applications of Adaptive Biometric Systems: While the potential benefits of adaptive 
biometric systems are well-documented, few commercial applications have implemented these 
strategies. For instance, Apple's Face ID uses adaptive methods to improve face data over time, but 
many other systems remain static. One of the major challenges in commercial adoption is the 
vulnerability of adaptive systems to attacks, which could undermine user trust. To encourage wider 
adoption, developers must implement robust security measures to prevent attackers from corrupting 
biometric templates during the adaptation process. 

Adaptive Biometrics in Mobile Applications: Mobile devices present unique challenges for biometric 
systems due to limited computational resources and storage. However, by offloading processing tasks 
to cloud servers, adaptive biometric systems could be effectively implemented on mobile platforms. 
Ensuring a secure communication channel for transmitting biometric data between mobile devices and 
cloud servers is essential. Future research should also focus on gathering long-term sensor data from 
mobile devices to improve adaptive biometric models on mobile platforms. 

7. Conclusion 

Adaptive biometric systems represent a significant step forward in authentication technology, 
allowing dynamic adaptation of biometric templates according to changes in users and their working 
conditions. Unlike traditional biometric systems, whose performance degrades over time due to natural 
changes in users, adaptive systems offer mechanisms to continuously update templates. This allows the 
systems to maintain high accuracy and security, even in complex scenarios. 

One of the key benefits of these systems is their ability to minimize mismatch errors caused by user 
variations, such as ageing, posing changes, or acquisition conditions. This improves system accuracy 
and reduces the need for users to re-enrol, which in turn lowers maintenance costs. Additionally, 
adaptive biometric systems provide flexibility, which is particularly important for commercial 
applications where acquisition conditions often change. 

However, despite the many advantages, these systems face significant challenges, particularly 
regarding security and privacy. One of the major threats is poisoning attacks, where malicious users 
introduce false data into the system, potentially compromising the biometric templates. Since adaptive 
systems continuously update their templates, they are particularly vulnerable to such attacks. This calls 
for the development of new protective measures, such as liveness detection mechanisms or the use of 
multimodal systems to enhance security. 

Another open challenge in this field is managing large-scale datasets and system adaptation to them. 
Most research so far has focused on small user groups, while real-world applications, such as border 
control, require systems capable of handling thousands of users. In the future, there will be a need to 
develop systems that can adapt to large-scale datasets while maintaining efficiency. 

A significant challenge is also the collection of appropriate datasets for evaluating adaptive 
biometric systems. The datasets need to include multiple samples per user, collected across different 
sessions and conditions, to allow for realistic system evaluations. However, such data is difficult to 
obtain, and collecting it is expensive and time-consuming. As an alternative, generating synthetic 
datasets is being considered, allowing for testing adaptive algorithms in simulated conditions. This 
approach is promising, but challenges remain in accurately simulating real-world biometric changes. 

In the future, research should focus on the development of adaptive systems for mobile devices, 
where computational and storage resources are limited. Offloading data processing to the cloud is one 
way to address this issue, though secure communication channels for transmitting biometric data 
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between mobile devices and cloud servers remain a challenge. Moreover, long-term data collection 
from mobile sensors is crucial for improving adaptive models in mobile platforms. 

In conclusion, adaptive biometric systems are a new and significant technology offering solutions 
to many limitations of traditional systems. However, to enable broader adoption, current challenges 
related to security, data management, and adaptation to new conditions must be addressed. 
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Abstract: 
Stroke is a severe medical condition resulting from disrupted blood flow or ruptured blood 
vessels in the brain, often leading to life-threatening consequences. The World Health 
Organization (WHO) identifies stroke as a leading cause of death and disability worldwide. 
Although significant research has focused on heart-related diseases, stroke prediction has 
received comparatively less attention. To address this gap, this paper presents machine learning 
models developed to predict stroke likelihood, utilizing key physiological factors associated 
with stroke risk. Six algorithms: logistic regression, decision tree, random forest, KNN, SVM 
and Naïve Baye, were implemented to train and test prediction models. The primary objective 
was to determine the algorithm that provides the highest predictive accuracy. 
Our findings reveal that the Naïve Bayes algorithm performed best, achieving an accuracy of 
approximately 82%. This is notable given Naïve Bayes’ suitability for probabilistic data and 
its efficiency in handling complex variable interactions, suggesting its value for early stroke 
detection in clinical settings. The use of machine learning in stroke prediction highlights a 
promising approach for early intervention, potentially aiding in reducing stroke-related 
mortality and morbidity. 
This paper contributes to expanding the application of machine learning in healthcare, 
emphasizing the need for focused stroke prediction research. Future work could enhance these 
models by integrating diverse datasets, testing additional machine learning techniques, and 
refining predictive algorithms to boost accuracy and reliability. By advancing stroke 
prediction, machine learning may play a key role in mitigating stroke’s impact on global health. 
 

Keywords:  
Machine Learning, Logistic Regression, Decision Tree Classification, Random Forest 
Classification, KNN, SVM and Naïve Bayes 

1. Introduction 

 About 11% of all deaths worldwide are due to stroke Error! Reference source not found., 
according to the Centers for Disease Control and Prevention, strokes occur in the United States each 
year in about 795,000 people. 

With the advancement of medical technology, machine learning can now be used to predict stroke. 
It is possible to make accurate predictions and analyses using machine learning algorithms. Strokes can 
be predicted using machine learning algorithms. 

  Six different machine learning algorithms were tested, with Naive Bayes achieving the highest 
accuracy. 

  Machine learning algorithms are useful for making accurate predictions and delivering accurate 
analytics. Research conducted on stroke has mainly focused on predicting heart attacks. The main 
elements of the methods used and the results achieved show that of the five classification algorithms 
tested, Naïve Bayes showed the highest performance by achieving a superior accuracy metric. The 
limitation of this model lies in its training on textual data instead of actual real-time brain images. This 
paper shows how six machine learning algorithms were put into practice. This paper has the potential 
to be extended to include the implementation of all existing machine learning algorithms. 
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  A database from Kaggle, which contains a range of physiological traits as its attributes, was used 
for this paper. 

  These features are subsequently examined and used for final forecasting. The data is first cleaned 
and prepared for machine learning model understanding. Data preprocessing is the term used for this 
stage. To do this, the database is examined for all missing values and then filled. Then the string values 
are converted to integers using Label encoding, if necessary one-time encoding is performed. 

  After data preprocessing, the database is divided into training and testing data. Next, various 
classification algorithms are used to construct a model using the updated data. Accuracy is calculated 
for each of these algorithms and then compared to determine the most effective model for making 
predictions. 

2. Machine learning algorithms for stroke prediction 

Machine learning has been effectively applied to predict various diseases, such as diabetes, heart 
disease, and numerous efforts have been made to develop stroke prediction models using various 
classification techniques. Six classification algorithms were tested: Naïve Bayes, SVM, K-Nearest 
Neighbors (KNN) 0, Random Forest (RF), Decision Tree (DT) and Logistic Regression (LR) 000. The 
Naïve Bayes classifier achieved the best performance, with accuracy, precision, recall and F1-score of 
82%, 79.2%, 85.7% and 82.3%. Also Naïve Bayes showed the highest area under the ROC curve (AUC) 
0, reaching 82%. 

3. Methodology 

A dataset from Kaggle was used, from all available datasets the appropriate one was selected to 
construct the model. 

3.1. Methodology 

Once the data is collected the next task is to organize it in order to improve its clarity and ensure that 
it is easily interpreted by machine learning algorithms. The process is known as data preprocessing. 

The process includes handling missing values, managing unbalanced data, and implementing label 
coding that is unique to this data set. 

With the pre-processed data, they are ready to construct the model. Data-driven and machine 
learning algorithms are essential for model creation. Logistic regression, decision tree, random forest, 
K-nearest neighbor, support vector machine and Naïve Bayes classifiers were used. After constructing 
six different models, they are evaluated using five metrics to determine their performance: accuracy 
score, precision score, recall score, F1 score, and receiver operating characteristic (ROC) curve. 

 

 
Figure 1: Methodology flow diagram 
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4. Implementation 

The implementation of this paper is as follows: 
• Data collection 
• Data Preprocessing 
• Label Encoding 
• Handling Imbalanced Data 

4.1.  Data colection 

The dataset used for stroke prediction was retrieved from Kaggle 0. It consists of 5110 rows and 12 
columns, with the following attributes: "id", "sex", "age", "hypertension", "heart_disease", 
"ever_married", "job_type", "stay_type", "average_glucose level" , 'bmi', 'smoking_status' and 'stroke'. 
The 'stroke' column serves as an output variable, with values of '0' or '1'. A value of "0" indicates no 
detected risk of stroke, while "1" suggests a potential risk of stroke. This database is very unbalanced, 
as there are significantly more occurrences of "0" (4861 rows) compared to "1" (249 rows). To improve 
the accuracy, pre-processing of the data is undertaken to resolve the imbalance.  
 
Table 1: 
Stroke Dataset 

Attribute name Type (values) Description 

ID Integer A unique integer value for 
patients 

Gender Male, Female, Other Tell the gender of the patient 
Age Integer Age of patient 
Hypertension Integer (1 ,0) Tall whether  the patient has 

hypertension or not 
Heart disease Integer (1 ,0) Tall whether  the patient has 

heart disease or not 
Ever married String literal (Yes ,No) Tall whether  the patient is 

married or not 
Work type String literal (children, govt 

job, never worked, private, 
self- employed) 

It gives different categories for 
work 

Residence type String literal (Urban ,Rural) The patients residence type is 
stored 

Avg glucose level Floating point number Gives the value of average 
glucose level in blood 

Bmi Floating point number Gives the value of patients 
Body Mass Index 

Smoking status String literal (formerly, 
smoked, never smoked, 
smokes, unknown) 

Gives the smoking status of 
the patient 

Stroke  Integer (1 ,0) A unique integer value for 
patients 
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4.2. Data Preprocessing 

Data pre-processing is a crucial step before building a model, it helps to eliminate unwanted noise 
and outliers 0 in the data set, which can hinder model performance. This phase ensures that any factors 
that reduce the effectiveness of the model are addressed. Once the database is collected, the next step 
involves cleaning the data and preparing it for model development. The database used in this case 
contains 12 attributes, as shown in Table 1. Initially, the "id" column is discarded, as it does not 
contribute to the performance of the model. The data set is then examined for missing values. For 
example, the column 'bmi' contains null values, which are replaced by the mean value of the column. 
After addressing the missing data, the next step is to perform label coding. 

4.3.  Label encoding 

Label encoding 0 transforms categorical string values into numeric values to make the data set 
understandable to machine learning algorithms, which typically work with numeric data. In the dataset 
five columns contain string values. Label encoding is applied to convert these strings to integers with a 
database composed entirely of numeric values. 

4.4.  Handling Imbalanced Data 

The data used to predict stroke is an unbalanced data set. Out of 5110 rows only 249 indicate the 
occurrence of a stroke while 4861 indicate no stroke. This imbalance is illustrated in Figure 2. Training 
a model with such skewed data may yield high accuracy, but may result in poor precision. To solve this 
problem and improve the performance of the model, the data is balanced 0 using the undersampling 
technique. The sample adjusts the dataset by reducing the majority class to match the size of the 
minority class. In this case rows with a value of "0" are undersampled to equal 249 rows with a value 
of "1". 

 
Figure 2: Before Undersampling 
 

 
Figure 3: After Undersampling 
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4.5. Matrix correlation 

The matrix correlation highlights the influence of different characteristics on an attribute. Figure 4 
illustrates the relationship between other attributes and the stroke attribute. The graph shows that no 
single parameter has a dominant effect on the occurrence of stroke. The key factors that significantly 
affect the risk of stroke are: gender, age, hypertension, heart disease, average blood sugar levels, body 
mass index and smoking status. Attributes with the least impact are type of work, type of residence and 
marital status. 

 

 
Figure 4: Matrix correlations between sociodemographics, lifestyle, and disease 

5. Model building 

5.1. Splitting the Data 

After the data preprocessing is completed and the imbalanced database is resolved, the next step is 
model building. The data is split into a training dataset and a testing dataset to ensure better accuracy 
and efficiency. The data is split 80:20, with 80% used for training and 20% for testing. After splitting 
the data, several classification algorithms are applied to train the model. Algorithms used include 
logistic regression, decision tree classification, random forest classification, K-nearest neighbors 
(KNN), support vector machine (SVM), and Naïve Bayes classification. 

5.2. Classification Algorithms  

5.2.1. Logistic regression   

Logistic regression 0 is a supervised learning algorithm commonly used to predict the probability of 
a binary output variable (0 or 1). Since the output attribute in this dataset is binary, logistic regression 
is an ideal choice. After applying this algorithm, the model achieved an accuracy of 78%. The 
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performance of the algorithm will be further evaluated using additional metrics such as precision and 
recall, both yielded a result of 77.6%. The F1 score is also 77.6%. A receiver operating characteristic 
(ROC) curve for logistic regression 0 has a performance of 78%, as illustrated in Figure 5. 

 

 
Figure 5: ROC curve for logistic regression 

5.2.2. Decision tree classification 

Decision tree 0 classification is a supervised learning algorithm used for both regression and 
classification tasks. It works by partitioning data based on specific parameters into a tree-like structure 
consisting of decision nodes (where the data is partitioned) and leaf nodes (which provide the result). 
In this stroke prediction model the Decision Tree algorithm achieved an accuracy of 66%, which is 
lower than the accuracy obtained with logistic regression. Like the logistic regression, the precision and 
recall scores are equal to 77.6%. The F1 score also matches this value with 77.6%. The ROC curve for 
decision tree classification 0 showed an accuracy of 66%, as shown in Figure 6. 

 

 
Figure 6: ROC curve for Decision Tree  

5.2.3.  Random Forest Classification 

The next classification algorithm used is Random Forest Classification 0. A random forest is 
composed of multiple decision trees, each trained independently on random subsets of the data. During 
training, these trees are generated and each one gives a result. For the final prediction, a process called 
'voting' is used, where each tree votes for an output class ('stroke' or 'no stroke'). The class with the most 
votes is chosen as the final prediction. The model achieved an accuracy of 73% using this algorithm. 
The precision and recall scores are 72% and 73.5%, the F1 score is 72.7%. A receiver operating 
characteristic (ROC) curve for random forest classification0 showed an accuracy of 73%, as shown in 
Figure 7. 
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Figure 7: ROC curve for Random Forest 

5.2.4.  K-Nearest Neighbours Classification 

Another classification algorithm applied is K-Nearest Neighbors (KNN) 0, a supervised learning 
technique. KNN is a lazy algorithm, meaning that it does not perform training immediately after 
obtaining the dataset. Instead, it stores the database and acts on it only during classification. The 
algorithm works by finding similarities between new data and existing data, and then assigning the new 
data to the category most similar to the existing categories. This algorithm achieved an accuracy of 
80%. Precision and recall scores were 77.4% and 83.7%, respectively. The F1 score was 80.4%. The 
ROC curve for KNN 0 showed an accuracy of 80%, as illustrated in Figure 8. 

 

 
Figure 8: ROC curve for KNN 

5.2.5.  Supper Vector Machine (SVM) 

Support Vector Machine 0 is a supervised learning algorithm used for both classification and 
regression tasks. SVM is particularly effective for high-dimensional data. In this case, the algorithm 
achieved an accuracy of 80%. The precision and recall scores were 78.6% and 83.8%, respectively, 
resulting in an F1 score of 81.1%. A receiver operating characteristic (ROC) curve for SVM 0 indicates 
a performance of 80%, as shown in Figure 9. 

 

 
Figure 9: ROC curve for SVM. 
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5.2.6.  Naïve Bayes classification  

Naïve Bayes 0 is a supervised learning technique that works on the assumption that each feature is 
independent of the others, based on Bayes' theorem. The Naïve Bayes classifier assumes that the 
presence of any feature in a class is unrelated to the presence of other features. This algorithm achieved 
an accuracy of 82%. Precision and recall scores were 79.2% and 85.7%, respectively, with an F1 score 
of 82.3%. The ROC curve for Naïve Bayes 0 classification showed a performance of 82%, as shown in 
Figure 10. 

 
Figure 10: ROC curve for Naïve Bayes classification 
 

After building the models, it is concluded that Naïve Bayes outperformed the other algorithms.  

6.  Conclusion 

 A stroke is a serious medical condition that requires prompt intervention to prevent further 
complications. The development of a machine learning model could aid in the early detection of stroke, 
helping to mitigate its long-term effects. This paper evaluates the performance of several machine 
learning algorithms in stroke prediction based on various physiological attributes. Among the 
algorithms tested, Naïve Bayes Classification performed best, achieving an accuracy of 82%. The 
comparison of accuracy of different algorithms is illustrated in Figure 11. In terms of precision, recall 
and F1 scores, Naive Bayes also outperformed the others. These comparisons are presented in Figure 
12, Figure 13 and Figure 14. 

 

 
Figure 11: Comparing the Accuracies of ML Algorithms 
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Figure 12: Comparing the Precision Scores of ML Algorithms 
 

 
Figure 13: Comparing the Recall Scores of ML Algorithms 
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Figure 14: Comparing the F1 Scores of ML Algorithms 
 

This paper investigates the implementation of various machine learning algorithms on the given 
dataset. Future work could extend this project by incorporating neural networks to train the model, 
allowing for a more comprehensive performance comparison using additional accuracy metrics. 
Currently, this study focuses on textual data, which may not always provide the most accurate 
predictions of stroke. A more effective approach could involve using datasets that include medical 
images, such as CT scans of the brain, to improve the accuracy of predicting stroke in the future. 
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Abstract: 
The introduction of user interfaces for AI tools is bringing about revolutionary changes in the 
way users interact with technology. The efficiency of these interfaces plays a key role in the 
user experience, enabling simpler, more intuitive and more productive interactions. The results 
of the research presented in the paper clearly show that Google Gemini stands out in efficiency 
among the analyzed AI tools, thanks to its balanced performance in all key criteria. Despite the 
longest response time, its fast startup time and significant response length allow it to be the 
most successful. On the other hand, GPT Chat AI offers quick response and solid response 
length, but it is not as balanced as Google Gemini. Microsoft Copilot, despite having the fastest 
startup time and shortest response time, falls behind due to significantly shorter response 
length, which can be a drawback for users who prefer more detailed information. The study 
also highlights the importance of analyzing specific user needs when choosing an AI tool, as 
each tool offers unique advantages in different aspects. 
 
Keywords: 
User Interface (UI), Artificial Intelligence (AI), Meta AI, Microsoft Copilot, GPT Chat AI, 
Google AI, Together AI, User Experience (UX), Simple Additive Weighting (SAW), 
Analytical Hierarchy Process (AHP). 

1. Introduction 

A key area of design is the user interface, which shapes the way users interact with technology, 
software applications, and digital platforms. Whether it is mobile apps, websites, or software systems, 
the interaction between humans and computers represents the User Interface (UI) or the space where 
communication between humans and machines occurs. The goal of this interaction is to enable efficient 
operation and control of the machine by humans, while the machine simultaneously returns information 
that helps the operator in the decision-making process. Design considerations applied in creating a user 
interface encompass disciplines such as ergonomics and psychology. Generally, the goal of user 
interface design is to produce a user interface that makes it easy, efficient, and enjoyable (usable) to 
operate a machine in a way that yields the desired result (i.e., maximum usability). This means that the 
operator must ensure minimal input to achieve the desired output and that the machine minimizes 
unwanted outputs for the user. 

User interfaces consist of one or more layers, including the Human-Machine Interface (HMI), which 
typically connects machines with physical input hardware (such as keyboards, mice, or gamepads) and 
output hardware (such as computer monitors, speakers, and printers). A device that implements HMI is 
called a Human Interface Device (HID). User interfaces that do not use physical body movements as 
an intermediary step between the brain and the machine do not use input or output devices other than 
electrodes; these are called brain-computer interfaces (BCI) or Brain-Machine Interfaces (BMI). 
Composite User Interfaces (CUI) are user interfaces that interact with two or more senses. The most 
common CUI is the Graphical User Interface (GUI), which consists of a tactile user interface and a 
visual user interface that can display graphics. When sound is added to the GUI, it becomes a 
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multimedia user interface (MUI). There are three broad categories of CUI: standard, virtual, and 
augmented. Standard CUI uses standard human interface devices such as keyboards, mice, and 
computer monitors. 

AI tools have become indispensable in many industries, providing solutions for data analysis, 
process automation, decision making and improving the user experience. From medical applications 
that aid in diagnosis to tools for predictive analytics in finance, AI tools are helping to take efficiency 
and precision to the next level. As AI technology advances, its application is expected to expand to even 
more areas, providing innovative solutions to global challenges. 

The most famous AI tools are: 
Meta AI is part of Meta Platforms (formerly Facebook), which focuses on developing AI and 

increasing user interaction on popular social platforms like Facebook, Instagram and WhatsApp [1]. 
Meta AI uses the open source LLaMA 3.2 model, which allows users to create, interact with, and 
consume AI-generated content [2]. Meta AI is available in several countries and allows users to 
customize content according to their needs [3]. 

Microsoft Copilot is an AI assistant that integrates into various Microsoft products such as Word, 
Excel, PowerPoint and Outlook. Copilot helps users to quickly and efficiently perform tasks, such as 
writing, organization, and creativity. Copilot can analyze and synthesize information from different 
sources, providing users with detailed and relevant answers [4]. 

GPT Chat AI is an AI model developed by OpenAI, which uses the GPT-4 architecture to generate 
text and chat [2]. GPT Chat AI can understand and respond to various user queries, providing 
conversational interactions that approximate human [2]. This AI model is known for its ability to 
generate realistic and contextually relevant responses. 

Google AI is a platform that uses advanced AI technologies to improve various aspects of user 
experience [5]. Some of the key tools include: Magic Editor and Magic Eraser in Google Photos: These 
tools allow users to create and edit images using AI [6]. AI-powered dubbing in YouTube: This tool 
enables the translation of video content into different languages [5]. AI Search: Generative AI improves 
search by enabling users to get relevant answers to queries [5]. 

Together AI is a platform that provides tools for rapid learning, fine-tuning and implementation of 
AI models [7]. Some of the key tools include: Together Inference Engine: The fastest inference engine, 
which is 4 times faster than vLLM [8]. Together Fine-Tuning: Enables fine-tuning of generative AI 
models using own data [7]. Together GPU Clusters: Platform for scaling and performance optimization 
of AI models [7]. 

The paper is structured as follows: the first chapter contains an introduction to the issue. The second 
chapter deals with thematic considerations of studies that analyze different aspects of user experience 
(UX) in the context of AI tools, including user satisfaction. The third chapter is about testing the 
effectiveness of the user interface for AI tools. The research results are described in the fourth chapter. 
Concluding considerations and future research development are presented in the fifth chapter. 

2. Previous work 

The application of AI technologies in everyday life and work, it becomes imperative that user 
interfaces are intuitive and efficient. The introduction to this topic includes an overview of previous 
studies that analyze various aspects of user experience (UX) in the context of AI tools, including user 
satisfaction, ease of use, and functionality. Studies focus on design methods, evaluation metrics, and 
experimental approaches used to evaluate the performance of user interfaces. Understanding these 
factors is essential to developing AI systems that are not only powerful, but also easily accessible and 
useful to end users. 

The study [9] presents evaluator performance and the observation that evaluators under similar 
conditions identify significantly different sets of usability problems. The study consists of 50 usability 
tests by novice evaluators and subsequent comparisons, in teams and individually, of the resulting 
usability problems. The same problems were independently analyzed by 10 human-computer 
interaction experts. The study shows an agreement between evaluators of about 40%, which indicates 
a significant evaluator effect. 
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Study [10] contributes to a deeper understanding of user experiences and offers valuable guidance 
for improving the usability of generative AI applications. The research presents a usability evaluation 
and comparison of generative AI applications through the analysis of user reviews from popular digital 
markets, especially the Apple App Store and Google Play. The study aims to bridge the research gap in 
real-world usability evaluations of generative AI tools. A total of 11,549 reviews were extracted and 
analyzed from January to March 2024 for five generative AI applications: ChatGPT, Bing AI, Microsoft 
Copilot, Gemini AI and Da Vinci AI. The results show that ChatGPT achieved the highest composite 
usability scores among Android and iOS users, with scores of 0.504 and 0.462, respectively. On the 
other hand, Gemini AI had the lowest score among Android apps at 0.016 and Da Vinci AI had the 
lowest score among iOS apps at 0.275. 

The study [11] was tasked with finding, evaluating and synthesizing existing state-of-the-art work 
in the field of Intelligent User Interfaces (IUI) with an additional focus on IUI evaluation. The research 
analyzed 211 studies published in this field between 2012 and 2022. The studies are mostly related to 
Human–Computer Interaction (HCI) and Software Engineering (SE) domains. Evaluation of IUI is 
mainly carried out through experiments and questionnaires, although usability and User Experience 
(UX) are not considered together in evaluations. The majority of evaluations (81% of studies) reported 
a partial or full improvement in usability or user experience. 

The goal of the research is to map the use of artificial intelligence in the UX design process. New 
digital tools such as Artificial Intelligence (AI) incorporated into the UX process have the potential to 
improve efficiency and accuracy, while creating more innovative and creative solutions. The result of 
the research was that understanding how artificial intelligence can be used for UX has important 
research and practical implications [12]. 

The study provides guidelines for human-AI interaction, with recommendations for effectively 
rejecting the user, modifying or otherwise effectively recovering from AI choices that the user does not 
like. According to [13], we need AI-resilient interfaces that help people be resilient to AI choices that 
aren't right for them from a user perspective. 

The paper [14] explores how to properly design user interface modules in order to achieve user 
satisfaction of a mobile application. Introducing FEELER, a framework for fast and intelligent 
exploration of user interface module design solutions with a collective machine learning approach. The 
task of FEELER is to help designers to quantitatively measure the preference score of different design 
solutions, with the aim of facilitating designers to adapt user interface modules appropriately and 
quickly. The research was conducted on real cases of user interface module design in the Baidu 
application, which is one of the most popular mobile applications in China. 

In the study, an automated data warehousing method was developed to generate suitable data for UI-
Hawk training. The experiment was done on FunUI and the GUI navigation benchmarks consistently 
confirm that understanding screen flow is not alone useful, but also essential for GUI navigation [15]. 

In this paper [16], a systematic literature review was carried out to investigate IUI design trends in 
the context of modern software systems, such as software systems based on the Internet of Things (IoT) 
or dedicated to smart cities. The research results show which models and technologies are most used 
for the development of IUI and which application domain is the most represented. 

3. Testing the efficiency of the User Interface for AI tools 

Evaluating the effectiveness of the user interface for AI tools is extremely important to ensure that 
users have a positive and productive experience when interacting with the technology. The test includes 
different methods and metrics to evaluate different aspects of the user experience. The research 
presented in the paper deals with the examination of User Experience (UX): The goal of the research is 
to choose the most effective AI tool from the offered tools in relation to UI. It was analyzed how users 
perceive the interface, how easy it is for them to use, how quickly they can perform tasks and how long 
the system's responses to set tasks are. 

The UX test was performed using the SAW (Simple Additive Weighting) multi-criteria decision-
making method using several steps, see Figure 1. 
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Figure 1. Steps of testing user interface efficiency for AI tools 

 
• Identification of criteria: The first step is the identification of criteria that will be used to 
evaluate the efficiency of the interface, such as ease of use, speed of performing tasks, aesthetic 
design, adaptability to users with disabilities, and user satisfaction. 
• Data collection: Collection of relevant data through surveys, user tests, and interface 
performance analysis. 
• Normalization of values: The values of the collected data are normalized in order to enable 
their comparability. This includes scaling the results to a common scale. 
• Assignment of weight coefficients: Each criterion is assigned weight coefficients based on their 
importance. Weight coefficients can be determined by expert opinion or user preferences. 
• Calculation of the total value: The normalized values for each option are multiplied by the 
corresponding weighting coefficients and then added to obtain the total value for each option. 
• Ranking of options: Based on the total values, the options are ranked from the most efficient to 
the least efficient user interface. 
• This approach enables comprehensive analysis and identification of best practices in user 
interface design for AI tools, thereby improving user experience and increasing efficiency. 

4. Results and discussion 

SAW and AHP methods were used to test the effectiveness of user interfaces for AI tools. The 
methods allow detailed evaluation of various aspects of the interface. Also, SAW and AHP methods 
are used to evaluate options based on defined criteria, enabling systematic analysis and performance 
comparison. AI tools were tested by measuring user experience in the form of the time it takes to load 
the user interface for the first time, the time it takes for the AI tool to respond to a user request, and the 
length of the AI tool's response to the same question "How long does it take to test the response speed 
of the AI tool?". The task of user interface testing is to choose the most effective AI tool. When choosing 
the most effective AI tool in relation to UI, three alternatives were defined in the research: Google 
Gemini, Microsoft Copilot and GPT Chat AI. Also, criteria are defined: user interface startup time, 
response length and response time, see Table 1. 
 
Table 1: 
Values of the criteria in relation to the set alternatives 

 UI startup time (s) 
Length of response  
(Word Count) 

Response time (s) 

Google Gemini 1,57 294 11,45 

Microsoft Copilot 1,31 56 03,76 

GPT Chat AI 1,50 132 15,17 

 
UI startup time is the time it takes for the application, if the application is opened for the first time, 

to display the UI, measured in seconds (s). Gemini has a UI startup time of 1.57 (36%), Microsoft 
Copilot of 1.31 (34%) and GPT Chat AI of 1.50 (30%).  

Length of response represents the length of the response in the form of a text message that we 
received to the question "Koliko iznosi vrijeme potrebno za testiranje brzine odziva AI alata?". The 
same question was asked for consideration by all three AI tools and the number of words answered to 
the question was measured (Word Count). Length of response values are: Gemini (294; 61%); 
Microsoft Copilot (56; 12%) and GPT Chat AI (132; 27%). 
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Response time indicates the time required for the application to respond to the user's request. In the 
context of AI tools, it is the time that elapses from the moment the user enters a query or command to 
the moment he receives an answer or result. A short Response time is crucial for a good user interface 
because it directly affects the efficiency and satisfaction of users. The efficiency values are: Gemini 
(11.45; 38%); Microsoft Copilot (3.76; 12%) and GPT Chat AI (15.17; 50%). 

The criteria for the SAW method were weighted. However, different weightings of the criteria 
can lead to different results. The weighted values of the criteria we adopted are: UI startup time 0.3; 
Length of response: 0.4; Response time: 0.3. We normalize ratings by minimizing UI startup time 
and Length of response, according to (1). 

rij=min(aij)aijr_{ij} = \frac{\min(a_{ij})}{a_{ij}}rij=aijmin(aij) (1) 
Where is: 
• rijr_{ij}rij normalized grade for alternative iii according to criterion jjj 
• aija_{ij}aij original evaluation of alternative iii according to criterion jjj 

We maximize the normalization of ratings for Response time, according to (2). 

rij=aijmax(aij)r_{ij} = \frac{a_{ij}}{\max(a_{ij})}rij=max(aij)aij (2) 
Where is: 
• rijr_{ij}rij normalized grade for alternative iii according to criterion jjj 
• aija_{ij}aij original evaluation of alternative iii according to criterion jjj 

Values were normalized, see Table 2. 
 
Table 2: 
Normalized values for SAW method 

 UI startup time Length of response Response time 

Google Gemini ≈0,637 1 ≈0.690 

Microsoft Copilot ≈0.763 ≈0.487 ≈0.266 

GPT Chat AI ≈0.667 ≈0.401 ≈0.193 

 

For each alternative, a weighted sum of normalized grades is calculated, according to (3):  

Si=∑j=1nwj⋅rijS_i = \sum_{j=1}^{n} w_j \cdot r_{ij}Si=j=1∑nwj⋅rij (3) 
Where is: 

• SiS_iSi overall rating of alternative iii 
• wjw_jwj weight of criteria jjj 
• rijr_{ij}rij normalized assessment of alternative iii according to criterion jjj 

Alternatives are ranked on the basis of overall SiS_iSi scores, see Table 3. 
 
Table 3: 
Calculation of the weighted sum for SAW method 

 UI startup time Length of response Response time SiS_iSi overall score 

Google Gemini 0,191 0,4 0,026 0,617 

Microsoft Copilot 0,229 0,076 0,080 0,385 

GPT Chat AI 0,200 0,180 0,058 0,438 

 
The ranking of alternatives is done on the basis of the overall score SiS_iSi for SAW method. SiS_iSi 

scores for specific alternatives are: Google Gemini (0,617; 43%); Microsoft Copilot (0,385; 27%) and 
GPT Chat AI (0,438; 43%), Figure 2. 

 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

476



 
Figure 2. SAW method: Rating of SiS_iSi 

 
The results of the SAW method give us insights into the effectiveness of different AI tools based on 

the given criteria. With the highest overall score of 0.617, Google Gemini shows a balanced 
performance across all three criteria. Although it has the longest response time, its fast UI startup time 
and large Length of response allow it to dominate the overall rating. Based on an overall score of 0.438, 
GPT Chat AI offers Response time and a solid Length of response. Its UI startup time is also quite 
fast, making it a reliable option, but it is not as balanced as Google Gemini. Microsoft Copilot with a 
score of 0.385, has the fastest UI startup time and the shortest Response time, but the Length of 

response is significantly shorter compared to other tools. This can be a handicap if users prefer more 
detailed answers. 

Google Gemini stands out as the most effective tool for the given criteria, while GPT Chat AI and 
Microsoft Copilot offer specific advantages in different aspects. 

For more accurate analysis, in addition to the SAW method, the Analytical Hierarchy Process (AHP) 
method of multi-criteria decision-making was performed with the same data [17, 18]. The same criteria 
as for the SAW method have been established for the AHP method. Then weights were assigned based 
on the importance of each criterion: UI startup time: 0.2; Length of response: 0.4; and Response 

time: 0.4. The values were normalized and the weighted sum was calculated, see Table 4. 
 

Table 4: 
Calculation of the weighted sum for AHP method 

 UI startup time Length of response  Response time SiS_iSi overall score 

Google Gemini 0.127 0.400 0.035 0.562 

Microsoft Copilot 0.153 0.076 0.106 0.335 

GPT Chat AI 0.133 0.179 0.077 0.389 

 
The ranking of alternatives is done on the basis of the overall score SiS_iSi. SiS_iSi for AHP method 

scores for specific alternatives are: Google Gemini (0,562; 44%); Microsoft Copilot (0,385; 26%) and 
GPT Chat AI (0.389; 30%), Figure 3. 
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Figure 3. AHP method: Rating of SiS_iSi 

 
Comparative Analysis of Google Gemini: SAW score of 0.617, AHP score of 0.562. Consistently 

strong performance across criteria. GPT Chat AI: SAW score of 0.438, AHP score of 0.389. Solid but 
not as balanced as Gemini. Microsoft Copilot: SAW score of 0.385, AHP score of 0.335. Fast but lacks 
detail in responses. 

Both metrics agree that Google Gemini leads in overall efficiency, while GPT Chat AI and 
Microsoft Copilot have specific strengths but lag behind in balance and detail. These comparisons 
validate the robustness of Google Gemini in various evaluation frameworks. 

5. Conclusions 

The results of the SAW and AHP methods clearly show that Google Gemini leads in efficiency 
among the analyzed AI tools, thanks to balanced performance in all key criteria. Although it has the 
longest response time, its quick start-up and long response time allow it to be the most successful. On 
the other hand, GPT Chat AI offers quick response and solid response length, but is not as balanced as 
Google Gemini. Microsoft Copilot, despite the fastest start-up and the shortest response time, lags 
behind due to a significantly shorter response length, which can be a disadvantage for users who prefer 
more detailed information. Also, the research emphasizes the importance of analyzing the specific needs 
of users when choosing an AI tool, because each tool offers unique advantages in different aspects. A 
shortcoming of the research is that certain versions of the AI tool were not taken into account when 
measuring, which would probably result in different values. 

Future research in the area of evaluating the effectiveness of user interfaces for AI tools could lead 
to the development of new metrics and methods for measuring the effectiveness of user interfaces, 
including time metrics, user satisfaction, and task performance. Effectiveness testing with a larger 
number of questions for AI tools should also be taken into account in further research. 

Research could go in the direction of developing adaptive UI design, which can dynamically adjust 
its elements based on the user's behavior and preferences. The development of interactions through 
natural language allows users to communicate with AI tools through speech and text, and how these 
tools can better understand and respond to user queries. Improvement of multimodal interfaces that 
represent a combination of different sensory inputs (eg voice, touch, gestures) can serve to create more 
intuitive and accessible interfaces. 

In conclusion, the research presented in the paper should contribute to improving the efficiency of 
AI tools in relation to AI. Which enables AI tools to be more efficient, intuitive and user-friendly. 
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Abstract: 
This paper presents the integration of image recognition systems in web applications, 
focusing specifically on the ease and speed of implementing the MobileNet model using 
TensorFlow.js within a React application. The primary objective is to demonstrate how 
straightforward it is to incorporate advanced image recognition capabilities into modern web 
development. The methodology includes a brief theoretical exploration of TensorFlow.js and 
React, followed by the development of a practical application that validates the proposed 
approach. The results highlight the effectiveness and efficiency of the MobileNet model, 
showcasing quick loading times and accurate image recognition of simple images showing a 
singular object, while recommending the use of object detection when it comes to more 
complex images. 
 
Keywords: 
Image Recognition, TensorFlow, React, MobileNet, Trained Machine Learning Model 

1. Introduction 

Machine learning has advanced significantly over the past few decades [1], bringing various 
functionalities to the forefront of technology. One such functionality is image recognition, which 
serves as the primary focus of this study. Image recognition is prevalent across numerous domains, 
including medicine [2], traffic [3], and security [4]. This research utilizes a universal model that has 
been trained on a vast array of diverse data, showcasing high performance when it comes to execution 
speed, as well as ease of implementation [5]. The effectiveness of this model is primarily tested 
through image recognition of animals. 

This study encompasses both theoretical and empirical research. The theoretical component 
explains technologies used in this work’s solution development, while the empirical research involves 
the development of the application and an analysis of the development process and the results 
obtained. The integration of the MobileNet model for image recognition within the React web 
application is detailed, followed by an evaluation of the model's accuracy against the input images, as 
well as explanation of its ease of use. 

The aim of this work is to illustrate how this integration is achieved and how it facilitates and 
accelerates the use of complex systems such as machine learning models for image recognition. The 
hypothesis of this research posits that “the use of pre-trained machine learning models simplifies and 
accelerates the development of web applications for image recognition”. 

2. Theoretical research 

Theoretical research includes basics of TensorFlow platform and React JavaScript library. React 
works as a basis for enabling development of an application that will integrate pre-trained TensorFlow 
model named MobileNet, as well as provide environment for invocation of its function for image 
recognition. 

Topics explained in theoretical research will be implemented in application development. 
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2.1. TensorFlow 

TensorFlow is an open-source machine learning library developed by Google in 2015 [6]. Since its 
launch, it has become one of the most popular platforms for developing and implementing machine 
learning models [7]. Known for its versatility, TensorFlow supports a range of tasks, from simple 
regression models to complex deep neural networks [8].  

This library is used in various fields, including natural language processing (NLP), image 
recognition, and recommendation systems. Its flexibility and scalability enable researchers and 
engineers to quickly develop and test different models, while support for both, central processing 
units (CPU) and graphics processing units (GPU), as well as tensor processing units (TPU), 
accelerates training via large datasets [9]. 

Key features that make TensorFlow suitable for machine learning development include: 
• Flexibility – Users can choose between different levels of abstraction, utilizing high-level 
APIs like Keras for simpler tasks or working directly with low-level APIs for greater control [9]. 
• Cross-platform support – TensorFlow can be utilized across various platforms, including 
Windows, macOS, and Linux, as well as on mobile devices and in web applications [10]. 
• Distributed learning – TensorFlow supports distributed model training across multiple 
machines, which is advantageous for large projects and working with extensive datasets [11]. 
Some of the key features of TensorFlow include: 
• Tensors – basic units of data in TensorFlow. They represent multidimensional arrays (similar 
to matrices) and are used to represent data in various forms. Tensors can be scalars, vectors, 
matrices, or multi-dimensional arrays [12]. 
• Graphs – structure for building and executing machine learning models. In TensorFlow, 
models are represented as directed graphs, where nodes are operations (such as multiplication, 
addition, activation), and tensors are the units transmitted between operations. This graphical 
approach allows for efficient execution and optimization of computations [13]. 
• Models – represent mathematical functions that map input data to their output predictions. 
The model used in this project is a pre-trained model, as TensorFlow provides the option to use 
already trained models that have been trained on large datasets. This allows for faster application 
development and greater accuracy in data recognition [14]. 
This work utilizes TensorFlow.js, which is a JavaScript library that allows for the execution and 

training of machine learning models directly in the browser or on a Node.js server. This library 
enables developers to leverage machine learning in web applications without the need for complex 
infrastructure. It provides access to a wide range of tools for creating, training, and executing models, 
allowing for the implementation of high-quality functionalities directly in frontend applications [15]. 

2.2. React 

React.js is a JavaScript library developed by Meta (formerly Facebook) used for building user 
interfaces for web applications. Released in 2013, the React library quickly gained popularity due to 
its efficiency and flexibility [16]. The primary goal of React is to enable developers to create 
complex, interactive, and dynamic applications using a component-based approach. This component-
based method facilitates code reusability, allowing developers to focus on individual parts of the 
application, making development faster and more organized [17]. 

JSX, or JavaScript XML, is a syntax used in React for describing the appearance of the user 
interface. It allows writing HTML within JavaScript code, creating a more intuitive and readable code 
structure. JSX is converted into regular JavaScript before execution, meaning that each JSX element 
is essentially a JavaScript object. This enables dynamic content generation and easy manipulation 
[18]. 

In React, everything is based on components, which are self-contained, reusable parts of user 
interface (UI). There are two main types of components: functional components and class 
components. Functional components are simple and often utilize hooks, and are considered preferred 
way of typing React code [18, 19]. 
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Hooks are functions that enable the use of state and other React features within functional 
components [19]. The most significant hooks used in this work are useState and useEffect. 

State in React is used to manage dynamic data within a component. When the state changes, React 
automatically re-renders the component, ensuring that the UI is always in sync with the data [18]. 

On the other hand, useEffect, is used for managing side effects, such as Application Programming 
Interface (API) calls or Document Object Model (DOM) manipulation. This hook runs after every 
render but can be configured to run only when specific properties or states change [20]. In this work, 
useEffect is used to load the image recognition model during the initial rendering of the application. 

For this specific projecet, React is used for its dynamic rendering properties, as it fits perfectly 
with gradual addition of functionalities inside of the application page. 

3. Application development 
3.1. User manual – summary of application functionality 

Upon launching the application, users must wait for the MobileNet model to load. During this 
time, the main screen is not displayed. Instead, a title indicating that the model is loading is shown. 
This is achieved through a simple state check using the useState hook in React, which maintains this 
loading view until the model is fully loaded. 

Once the loading is complete, the application's main page appears. This page is the sole interface 
of the application which dynamically changes based on whether an image has been uploaded or 
identification has been initiated. 

By clicking a button, a file selection window opens, allowing users to choose files from their local 
computer. After selecting an image, it is displayed in a designated area, and a button which initiates 
the identification process appears. The name of the selected image is also shown below the selection 
button. 

The identification button communicates with the image recognition model, resulting in a new 
section appearing on the screen that displays the recognition results, completing the rendering process 
of the web application page, as seen in the Figure 1. This section shows the top three results with the 
highest accuracy, with the first result (marked with the highest percentage) highlighted in a specific 
way. 

While this concludes the application's functionality, users can select a new image from this state, 
which removes the results section and prompts a new identification process. 
 

 
Figure 1: Final state of application 
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3.2. Uploading an image 

A specific component, whose call can be seen in Listing 1, is responsible for uploading images and 
is called within the main application component. 

 
<UploadComponent onFileChange={uploadImage} fileName={fileName} /> 
Listing 1: Upload Component call in main component 

 
The function uploadImage, along with the file name, is passed as the onFileChange value. This 

function is triggered via the onChange event of the input tag, activating each time the selected file 
changes. The input type must be set to file, which allows uploading files for classification. 

Additionally, this component includes a label with the text "Select image", which, through a 
modified style, displays the content as a button instead of the standard file upload field, and can be 
seen in the Listing 2. 

 
import React from "react"; 
const UploadComponent = ({ onFileChange, fileName }) => { 
  return ( 
    <div className="inputHolder"> 
      <label className="uploadLabel"> 
        Select image 
        <input type="file"  
          accept="image/*"  
          className="uploadInput"  
          onChange={onFileChange}  
        /> 
      </label> 
      {fileName && <p className="fileName">{fileName}</p>} 
    </div> 
  ); 
}; 
 

export default UploadComponent; 
Listing 2: Upload Component 

 
At the end of the rendering, there is a check to see if the fileName has a value, i.e., whether it is a 

"truthy." This serves as a quick check to print a paragraph displaying the name of the selected file. 
The uploadImage function resides in the main application component and, as mentioned, is passed 

to the image upload component. This function contains all the necessary logic for file selection, state 
variable changes and clearing existing predictions, and is displayed in the Listing 3. 

 
const uploadImage = (e) => { 
  const { files } = e.target; 
  if (files.length > 0) { 
    const url = URL.createObjectURL(files[0]); 
    setImageURL(url); 
    setPredictions([]); 
    setFileName(files[0].name); 
  } else { 
    setImageURL(null); 
    setFileName(""); 
  } 
}; 

Listing 3: Function for image upload 
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3.3. Displaying an image 

After uploading an image, role of application is to also display it, alongside its file name. To 
achieve this, a component for image display is called withing the main application component, like in 
the Listing 4. 

 
<ImageDisplay imageURL={imageURL} imageRef={imageRef} /> 
Listing 4: Image Display Component call in main component 

 
The component receives the image URL values and a reference to the image for object 

manipulation. A simple check is performed to see if the image value exists, followed by rendering the 
image on the screen. Structure of the entire component can be seen in the Listing 5. 

 
import React from "react"; 
const ImageDisplay = ({ imageURL, imageRef }) => { 
  return <div className="imageHolder"> 
    {imageURL && <img src={imageURL}  
      alt="upload preview"  
      ref={imageRef}  
    />} 
    </div>; 
}; 

export default ImageDisplay; 
Listing 5: Image Display Component 

3.4. Integration of MobileNet model and execution of its functions 

It is necessary to install the MobileNet model and the TensorFlow.js library to enable 
communication with the model. After installation, both the model and the library are imported into the 
App.js file, where they will be utilized. Importing process is shown in Listing 6. 

 
import * as mobilenet from "@tensorflow-models/mobilenet"; 
import "@tensorflow/tfjs"; 
Listing 6: Library import of TensorFlow.js and MobileNet model 

 
States are defined, and methods for setting values are declared. The states used in the application 

for communication with the model include: 
• isModelLoading - A boolean value indicating whether the model is currently loading. 
• model - This state holds the MobileNet model object after it has been loaded. 
• predictions - An array that stores the model's predictions after invoking its image recognition 
method. 
States, rather than variables, are used to allow for dynamic rendering of the page. These states are 

shown in the Listing 7. 
 

const [isModelLoading, setIsModelLoading] = useState(false); 
const [model, setModel] = useState(null); 
const [predictions, setPredictions] = useState([]); 
Listing 7: Definition of states used for communication with MobileNet model 

 
The model is loaded using a function called loadModel, which is shown in the Listing 8. This 

function must be asynchronous, as the mobilenet.load() function requires an unpredictable amount of 
execution time. While the function is executing, the isModelLoading state is set to true. 
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const loadModel = async () => { 
    setIsModelLoading(true); 
 
    try { 
      const loadedModel = await mobilenet.load(); 
      setModel(loadedModel); 
      setIsModelLoading(false); 
    }  
    catch (error) { 
      console.log(error); 
      setIsModelLoading(false); 
    } 

  }; 
Listing 8: Load Model function 

 
The model loading function is invoked within the useEffect hook, which allows for its execution 

during the component's rendering. In this case, the model needs to be loaded only when the 
application starts, specifically during the initial rendering of the App.js component. This is achieved 
by passing an empty array at the end of the useEffect, like in the Listing 9. 

 
useEffect(() => { 
    loadModel(); 

  }, []); 
Listing 9: Function call for loading the model inside of useEffect hook 

 
This concludes the integration of MobileNet model, and means it is ready for use. 
 
Once the model is loaded and the application is set up to receive data from it, a system for 

initiating image recognition needs to be established. The first element of this system is a button, that 
can be viewed in the Listing 10, that triggers the classification process. This button appears on the 
screen after an image is uploaded and is responsible for calling the identify function, seen in the 
Listing 11. 

 
{imageURL && ( 
     <button className=”button” onClick={identify}> 

      Identify 
</button> 

)} 
Listing 10: Button which triggers image identification 

 
const identify = async () => { 
    if (model && imageRef.current) { 
      const predictions = await model.classify(imageRef.current); 
      setPredictions(predictions); 
    } 
  }; 
Listing 11: Identify function calling classify method of MobileNet model 

 
It is necessary to provide a location to display the predictions. This is achieved through a "truthy" 

check, which renders the Predictions component only if the array exists. This check is shown in the 
Listing 12. 

 
{predictions.length > 0 && <Predictions predictions={predictions} />} 
Listing 12: Render call for Predictions Component 
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The role of the Predictions component, seen in the Listing 13, is to display the prediction results 
and ensure proper formatting of the output. When it receives an array of predictions, it uses the map 
function to iterate through the array, creating a new div element for each prediction. 

 
import React from "react"; 
const Predictions = ({ predictions }) => { 
  return ( 
    <div className="predictions"> 
      <h2>Result:</h2> 
      {predictions.map((prediction, index) => ( 
        <div className={`predictionItem ${index === 0 ? "primary" : ""}`} key={index}> 
          {prediction.className}: {Math.round(prediction.probability * 100)}% 
        </div> 
      ))} 
    </div> 
  ); 
}; 
export default Predictions; 

Listing 13: Predictions Component 
 
In the example above (Listing 13), prediction.className is a MobileNet function that returns 

model’s prediction, while prediction.probability returns a value representing model’s certainty. 
The development of the application concludes with testing the image recognition system on 

various types of images. For images containing a single object, the application produced satisfactory 
results, while images with multiple objects encountered issues in recognition, which was anticipated.  

4. Conclusion and further work 

The integration of the MobileNet model for image recognition has proven to be very simple and 
fast. TensorFlow.js is a highly advanced library, and it is possible to find a large number of different 
instructions on the internet. This has confirmed the hypothesis of the work. 

The performance of the MobileNet model has also proven to be very high-quality, with the model 
loading in just a few seconds, and results being provided almost instantly. 

The results of recognizing the content of images containing simple and clear objects were 
successful, while predictions from images with multiple objects yielded uncertain or incorrect results. 
Since images with multiple objects produced incorrect results, it is logical that the next step in the 
application development would be the implementation of object detection, which would segment the 
content of the image in a way that allows the MobileNet model to recognize multiple objects from the 
image and provide more accurate results. 
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Abstract: 
This paper presents a comprehensive performance evaluation framework to aid in the 
selection of optimal solutions for safeguarding and maintaining organizational data and 
information systems. The study emphasizes identifying critical factors and stages necessary 
for choosing a cloud-based solution tailored to business continuity and the protection of 
intellectual capital. The proposed framework facilitates selecting an adaptable recovery 
approach aligned with organizational operational needs, criticality of assets, and predefined 
timelines for business continuity and disaster recovery. Through detailed analysis and 
insights, this work supports informed decision-making in the implementation of reliable 
cloud services for resilience against outages or catastrophic events, ensuring sustained 
protection of an organization’s intellectual capital. 
 
Keywords: 
Intellectual capital, disaster recovery, reliability, cloud service, business continuity, data 
protection, data recovery. 

1. Introduction 

In today’s technology-driven business environment, companies increasingly depend on a robust 
Business Continuity Plan (BCP) to safeguard their intellectual capital. The development of these plans 
aims to ensure rapid recovery procedures following an outage or disaster. The unavailability of 
critical systems and services can have severe repercussions, including data loss and customer 
dissatisfaction, which ultimately impacts revenue and the value of an organization’s intellectual 
assets. 

From the aspect of the modern digitalized work environment, organizations aspire to achieve zero 
downtime during operational disruptions to ensure continuity and protect their intellectual capital. 
However, this ideal is often unattainable due to various potential disruptions, such as weather events 
or cyber attacks, despite the availability of numerous recovery solutions. These solutions range from 
on-premises data centers to cloud-based systems[1]. Consequently, organizational management 
increasingly prioritizes minimizing the impact of outages by assessing the maximum acceptable 
downtime that the business can sustain without compromising its intellectual assets or risking long-
term operational consequences 

Establishing an effective disaster recovery system that meets recovery plan requirements involves 
selecting solutions that align with specific utilization thresholds to uphold planned performance 
metrics. Prior research has often evaluated complex recovery solutions using a limited set of 
parameters, overlooking factors that directly influence the effectiveness of these 
implementations[2][3][4]. These include data transfer volume, system load during replication and 
recovery, and other conditions crucial for maintaining performance benchmarks. 

Our research contrasts with prior studies by analyzing real-world data from an operational data 
center. We utilized these empirically validated parameters to develop a System Dynamics model, 
enabling us to assess how recovery solutions perform under various extreme conditions. This 
approach offers a deeper understanding of how to protect intellectual capital by ensuring reliable 
access to critical information assets in the face of potential disruptions. 
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2. Intellectual capital as the most important asset of the modern 
organizations 

The development of knowledge, that is its embodiment in intellectual capital, today is a condition 
for economic, technological and any other form of progress in the knowledge based economy. The 
new way of creating values in the knowledge economy, through the management of intellectual 
capital and the continuous investment in it, points to the fact that for a modern organization is far 
more important the ability of employees to create value than the value of its tangible assets per se. 

The intellectual capital of an organization represents its intangible assets as an important part of its 
total assets. This capital has a specific power creatively to turn the various types of knowledge, skills, 
structures, procedures, processes, technologies, etc. within an organization into products that have real 
value. The main components of intellectual capital are the human capital (managers and employees 
education, skills, experiences, trainings etc.), the structural capital (licenses, patents, copyrights, 
software, databases, organizational culture, organizational structure etc.) and the relational capital 
(relations with consumers, distributors, suppliers, investors, trademark, brand etc.). Each of these 
elements of intellectual capital contributes significantly to the success of the modern organization. 
 

 
Figure 1: The intellectual capital structure of a modern organization [5] 

 
The essence of an organizational intellectual capital lies in the value creation process. Value in an 

organization can be created when human capability (human capital) creates new business processes 
(structural capital), resulting in better products for consumers and increasing their loyalty (relational 
capital). Moreover, the interaction between the three constituent elements of intellectual capital is 
unique and unlike the usual material goods, the nature of intellectual capital is characterized by the 
synergistic effect. Hence, modern organizations must invest a huge effort in designing an appropriate 
information systems infrastructure that will be a significant motivator for creating an organization 
based on intellectual capital. 

The importance of the intellectual capital for the modern organizations can be observed from 
another point of view as well. Namely, technological progress happens because organizations or 
individual inventors, in the desire to maximize profits, search for new and better discoveries. The 
opportunity to make a profit is what makes companies and entrepreneurs develop the computer, or 
produce a handheld camera, or produce calorie-free ice cream. Patents, copyrights, trademarks, etc., 
are legal mechanisms that guarantee the inventor a monopoly profit for a certain period of time. 
Without such mechanisms for the protection of intellectual property, it would be difficult to ensure the 
motivation of organizations and entrepreneurs for research work and development. So, it should be 
taken into consideration the fact that intellectual property, as a part of intellectual capital, is an 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

489



important determinant for the development of the modern organizations. In addition, the market value 
of the organization can be easily undermined if intellectual capital is not properly protected. 

3. Previous work 

The research detailed in this study builds upon a decade of work that explores the role of cloud 
services in supporting the daily operations of corporate entities, particularly in protecting intellectual 
capital [2][6][7][8][9][10][11]. A primary focus across these studies has been on key metrics like the 
Recovery Point Objective (RPO) and Recovery Time Objective (RTO), both of which serve as critical 
indicators of a data protection system’s performance and reliability [12]. These parameters are 
especially relevant for intellectual capital protection, as they directly impact the continuity of access 
to vital knowledge assets during disruptions. 

It is important to note that much of this research was conducted in simulated conditions, where key 
parameters were often derived from isolated environments, unaffected by other infrastructure 
elements. As such, the authors highlight that validating these results within a real-world production 
environment is essential to fully understanding their effectiveness in safeguarding intellectual capital. 

4. Methodology 

When evaluating outages and establishing recovery goals that align with organizational needs, it’s 
essential to recognize that the process hinges on minimizing the time the organization is unable to 
operate. This process involves two key time-dependent elements. The first, a technical component, is 
the RTO, which defines the time required to restore systems, data, and network infrastructure. The 
second is Work Recovery Time (WRT), an organizationally focused measure that represents the time 
needed to fully reinstate operational processes.Together, these elements define the Maximum 
Tolerable Downtime (MTD), as outlined in the Business Continuity Plan (BCP) and Disaster 
Recovery Plan (DRP). The MTD is calculated as the sum of RTO and WRT: 

𝑀𝑇𝐷 =  𝑅𝑇𝑂 + 𝑊𝑅𝑇 (1) 
As shown in Figure 2, the RTO represents the duration needed to address technical recovery, while 

the remaining time up to the MTD is allocated to WRT, during which all information-based work 
processes are fully restored. 

 

 
Figure 2: Maximum tolerable downtime in the context of intellectual capital protection 

 
This approach not only ensures operational continuity but also plays a crucial role in protecting the 

organization's intellectual capital by minimizing downtime and safeguarding essential information 
systems.In the system design phase, defining requirements for data protection is crucial for ensuring 
information consistency and safeguarding intellectual capital. A key component in this process is the 

14th International conference on Applied Internet and Information Technologies (AIIT2024)       November 8th 2024, Zrenjanin, Serbia

490



RPO, which specifies the maximum age of data in backups at the time of recovery. As a time-
dependent metric, the RPO indicates the point to which data will be restored, thus affecting potential 
data and information loss. This backward recovery process inevitably involves some data loss (except 
in cases of synchronous replication, where data loss can be eliminated). Consequently, organizations 
establish a Maximum Tolerable Data Loss (MTDL) threshold during sustainable business continuity 
planning to ensure data protection within acceptable loss limits. Systems designed to achieve zero 
data loss reveal an inverse relationship between RPO proximity to the outage and system cost: the 
closer the RPO, the higher the expense. 

Using these parameters as a foundation, our research analyzed the performance and reliability of 
cloud-based recovery systems following outages. This analysis provides a parametric framework to 
guide the selection and implementation of recovery systems. By balancing technical, organizational, 
and financial considerations, this framework assists organizations in making informed choices to 
protect their intellectual capital, maintain operational continuity, and optimize recovery processes in 
alignment with business continuity objectives. 

4.1. Production environment 

This section outlines the working environment for the research, specifically describing the setup of 
a test virtual machine used to evaluate backup and recovery processes in a real-world, mission-critical 
environment. Given the need for stability and protection of intellectual capital, a dedicated server was 
configured as a virtual machine to monitor backup and restoration processes, utilizing cloud-based 
storage as a Recovery Service. For this purpose, Microsoft Azure was chosen as the cloud service 
provider, with the Microsoft Azure Recovery Service (MARS) [13] deployed to secure a single virtual 
machine (VM). Unlike the Disaster Recovery (DR) system discussed in [10], where Backup as a 
Service (BaaS) is implemented within a data center, our research focuses entirely on a cloud-deployed 
solution. 

The data center supporting the research environment is illustrated in Figure 3. 
 

 
Figure 3: Data Center research environment 

 
This production environment comprises three server systems, each with high fault tolerance across 

network, data, power, and storage components. The servers, running Windows Server 2019 with 
Hyper-V, form a virtual cluster that provides a failover mechanism, ensuring high availability (HA) 
for virtual systems [14]. This cluster-based setup enhances data center availability and service 
reliability, both locally and across the organization’s network. 

Due to the data center’s strict adherence to operational continuity standards, availability and 
reliability are considered maximal, consistent with operational uptime goals. Performance success is 
validated through security and operational logs from the data center systems and Azure services. 
Microsoft Azure, the cloud provider used in this setup, boasts an impressive availability of nearly 
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100% (99.999999999% or 11 nines), underscoring its suitability for safeguarding critical information 
and ensuring uninterrupted access to the organization’s intellectual capital. 

4.1.1. Parametric prerequisites as a starting point for the research 

In defining the key parameters as a starting point for evaluating the solutions in our research, it is 
essential to recognize that these parameters, from a technical perspective, directly influence the RPO 
and RTO, two critical metrics for assessing the effectiveness of data protection strategies [12]. Given 
that the analysis involves dynamic systems where parameter characteristics fluctuate based on 
operating conditions, it is necessary to consider some parameters as averages. During backup and 
restore operations, multiple factors, such as data packet delays and fluctuating network traffic, affect 
these values. The selection of parameters for analysis hinges on the specific objectives of the 
evaluation, guided by a Business Impact Analysis (BIA). This foundational analysis identifies the 
crucial parameters for determining the most appropriate recovery solution (primarily RPO and RTO) 
that align with the organization’s needs. By defining these key parameters, organizations can make 
informed decisions to protect their intellectual capital, ensuring that data recovery strategies are both 
resilient and responsive to operational demands.In that context, the parametars that are incuded in 
creation of a BIA frame, in our research are taken as a basis for the creation of the concept of 
protection in company's intellectual capital: 

• LAN speed - 1Gbps 
• Internet connection speed - 200/200Mbps 
• Backup frequency - daily 
• RPO - ≤ 7 days 
• RTO - ≤ 24 hours 
• Retention time of backup copies – 7 days 

4.2. System dynamics modeling aproach for the cloud-based system 

Figure 4 illustrates the model of the cloud-based system, highlighting four derived components: 
two related to backup creation, one to data recovery, and one to the monthly cost of using a fully 
cloud-based service. 
 

 
Figure 4: System dynamics model of cloud-based protection system 
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In the MARS concept, the data backup process involves two key steps, referred to as job1 and 
job2. In the first step, an agent generates a backup of the virtual machine's system state, capturing 
essential configuration and operational data. In the second step, a comprehensive backup of remaining 
data, not covered in the initial step, is performed. This two-step process ensures a thorough safeguard 
of both system-critical data and broader informational assets, reinforcing the protection of an 
organization’s intellectual capital by securing all facets of the virtual environment. Because of this 
backup/recovery concept, the model includes Average job1 data throughput and Average job2 

data throughput, which represent the average amount of data transferred to the system’s backup 
storage (Recovery Service Vault - RSV). The variable Average recovery time per MB reflects the 
time needed to recover 1 MB of data from the protective storage located in cloud, while Total service 

cost/month represents the ongoing expense of using cloud-based storage services. This four 
components are derived from the data captured with MARS agent instaled in the protected VM that 
are refered to the backup/recovery process. 

The backup and recovery processes span eight time points. Seven points cover the backup policy 
cycle, while the final point captures the change in data volume within the recovery vault at the end of 
a 7-day cycle. Table 1displays the variable states in the model, showing changes over the specified 
timeframe, with a separate section summarizing the final values of derived components following the 
simulation based on the specified input parameters. 

By tracking these parameters, organizations can make data-driven decisions on backup and 
recovery strategies to ensure robust protection of intellectual capital while maintaining cost-efficiency 
in a cloud environment.The values obtained from the simulation, as presented in Table 1, form the 
foundation for evaluating system performance under extreme data component conditions. These 
derived component values directly influence system performance and provide critical insights into 
how well the system can manage variations. By analyzing these impacts, organizations can better 
assess the system’s capacity to protect intellectual capital, ensuring that backup and recovery 
processes remain resilient and effective even when subjected to demanding data loads. 

 
Table 1: 
Value states of the variables in the model 

 
 
To validate the system's performance in alignment with the requirements emphasized in the BIA, 

we added five new components to the model. These include two components (Backup time Job1 

(Test data) and Backup time Job2 (Test data)) to calculate the time required for each backup 
creation step. Another component, Recovery time (Test data), measures the data recovery duration. 
Additionally, Test data serves as a central component representing the total data volume held by the 
server system within the organization (set at 531 GB). The fifth component, Total service 

cost/month (Test data), calculates the monthly service cost based on this data volume.These 
enhancements provide a detailed view of the system's performability, presented in the Table 2: 
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ensuring that it effectively supports the protection of intellectual capital by accommodating the 
organization’s data recovery and backup needs within cost-effective parameters. 

 
Table 2: 
Simulation results of the model for a cloud-based system with Test data 

 
 
If we compare the results obtained from the validation process, with the values requested in the 

BIA, we will notice that they exceed the maximum allowed in the request of BIA (in the BIA the 
maximum allowed value for RTO is 24 hours). 

5. Conclusion 

The simulation and research conducted in this study highlight the critical role of cloud-based 
systems in enhancing business continuity through robust data backup and recovery mechanisms. By 
thoroughly evaluating the Microsoft Azure Recovery Service - MARS model, we explored how cloud 
storage solutions can sustain organizational resilience, particularly in scenarios that require immediate 
data access and rapid recovery. This approach proves essential for safeguarding an organization’s 
intellectual capital, as it ensures continuous access to critical information and assets that form the 
backbone of organizational knowledge and competitive advantage. 

The simulation validates the effectiveness of cloud-based systems in enhancing resilience and 
protecting intellectual capital. Cloud solutions, exemplified by the MARS model, enable 
organizations to maintain continuity and safeguard their information assets against disruptions. The 
insights gained from this study provide a framework for evaluating cloud-based backup and recovery 
systems, focusing on achieving optimal RTO and RPO, scalability, and cost efficiency. Due to the 
wide time frame of the cloud-based system in the data recovery processes, such systems are extremely 
useful and widely applicable for the recovery of systems that do not have critical importance for the 
business operations of companies or are used as an archive to store a large amount of data or 
documents for a long period of time. Ultimately, organizations that prioritize intellectual capital 
protection through robust data management strategies are better positioned to sustain competitive 
advantage and support long-term growth. The shift towards cloud-based solutions for intellectual 
capital protection, therefore, represents a strategic imperative in today’s data-driven business 
landscape. 
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Abstract: 
This paper focuses on the application of still and moving image processing technology, which 
plays a key role in modern industrial plants, both in quality control and in the production process 
itself, through a practical example of a device for object detection and tracking. As a result, an 
universal video tracker that takes a sample of the captured object from the first frame and 
analyzes each subsequent frame to find the device in the camera’s field of view is obtained. 
The experiments and results proved that the developed algorithm works well in various object 
tracking examples. 
 
Keywords: 
Image processing, OpenCV, Object tracking, Embedded Systems 

1. Introduction 

Image processing plays a significant role in modern informatics, with wide range of applications in 
various industries, including medicine, autonomous systems, surveillance, facial recognition and 
others. With the increasing accessibility of modern graphic chips that have impressive speeds, image 
processing technology has become available for various applications, thus the need for efficient and 
flexible tools for visual data processing is growing. In this context, the OpenCV (Open Source 
Computer Vision) library stands out as one of the most used solutions for computing that deals 
with image and video processing. 

This library was developed with the aim of making image processing technology available for all 
users, hence the engineers easily can develop advanced image processing applications. Thanks to its 
open nature, it has become a global standard for software development in this field. This library offers 
a wide range of tools for image manipulation, object recognition, edge detection, working with 
histograms, etc. 

Further, this paper includes the application of the mentioned library in practical scenarios, such as 
motion detection, texture analysis and its use in autonomous systems. A particular advantage of using 
this library is its compatibility with various programming languages (Python, C++, Java) and its 
efficiency in processing large data sets. Also, the paper highlights the significance and potentials of 
OpenCV for further development in the field of image processing, especially in the areas of artificial 
intelligence and machine vision. The functioning of real-time image and video processing algorithms, 
as well as the working principle of the device will be explained through a simple machine vision 
library. 

After the introduction, the second section is the related work, which is followed by the theoretical 
background and the experiments section. In final, the conclusions are given. 
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2. Previous work 

Wang et al. [1] introduced objective methods for assessing image quality using perceptual 
metrics. They tried to estimate how can observers detect visible differences between a reference and a 
test image, using various known properties of the human visual system. Ojha et al. [2]  identified targets 
in crowded environments. Their work on adapting patients dynamically to video surveillance analysis 
methods through moving object detection, classification, tracking, and behavior identification is 
sequentially organized. Their paper considers the following unified issues related to the thematic 
grouping of such techniques, proposals of such proposed techniques, their types, and the true 
visualization of critical and efficient group synthesis. Soleimanitaleb et al. [3] primarily focused on 
learning-based approaches, which are divided into three types: generative models, discriminative 
models and reinforcement learning. One of the subcategories of the discriminative model is deep 
learning. Recently, deep learning has received much recognition for its high performance. Comaniciu 
et al. [4] used a measure-based Bhattacharyya coefficient as a similarity measure and solves 
optimization using the mean shift procedure. In the presented tracking scenarios, their method managed 
to overcome problems of camera movement, partial occlusions, clutter and changes in object size. 
The possibilities of combining it with motion filters and data association methods are also 
considered. The fields of application are much broader, and only some potential directions are 
presented such as using background information for OCR, Kalman filters with motion patterns and face 
tracking. Wang et al. [5] extended the standard mean-shift tracking algorithm to an adaptive tracker 
that adaptively selects the most reliable colors and textures of shapes according to their ability to 
describe the target. The objective model is updated based on the similarity index of the original and 
current model, which increases the reliability of the tracker. The proposed algorithm was evaluated in 
comparison with some state-of-the-art trackers on demanding image sequences, leading to superior 
results. 

3. Object Tracking 

This section will introduce the developed object tracking solution. The proposed method uses 
several well- known image processing algorithms that are included in the OpenCV framework. 
The object tracking is used to monitor the movement of an object through a series of images (video 
sequences). The goal is to recognize and track the position of the object over time. First, the object is 
identified in the initial image using techniques such as: 

• Haar cascade 
• HOG (Histogram of Oriented Gradients) 
• CNN (Convolutional Neural Networks) 
Haar cascades are a method for object detection in images, particularly known for their use in 

facial recognition. It was developed by Paul Viola and Michael Jones in 2001, and it became popular 
due to its efficiency and speed. These features are similar to those used in Haar functions, which are 
rectangular patterns in the image. They are used to detect contrasts between different regions of the 
image, such as light and dark areas, in order to recognize specific patterns. Haar cascades use a series 
of classifiers in a “cascade” mode. Each classifier in the series focuses on specific features and can 
quickly discard regions of the image that do not contain the object being searched for. 
 

 

Figure 1. Haar cascade features 
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This approach allows for faster processing, as many detection candidates are discarded early in the 
process, and more complex classifiers are applied only to those parts that have passed through the 
previous cascades. The cascades are trained using positive and negative examples. Positive examples 
contain images of the object being recognized (i.e. a face), while negative examples contain images 
without the object. The algorithm learns to recognize patterns that are characteristic of the object. 
Thanks to the cascade structure, Haar cascades are extremely fast, making them suitable for real-time 
applications, such as video surveillance and mobile applications. 

HOG analyzes changes in pixel intensity in the image in order to identify edges and shapes. 
Operators such as the Sobel filter are used to calculate gradients in the horizontal and vertical 
directions. 

The basic operation in CNN involves applying a filter kernel to the input data (i.e. an image) to 
extract relevant features such as edges, shape textures, etc. 

Once the object is detected, several approaches are used for tracking it: 
• Kalman filter: Models the movement of the object and predicts its future position [6]. 
• Mean Shift and CAMShift: These methods focus on changes in the color distribution and 
shape of the object [7].  
• Optical Flow: Analyzes the movement of pixels between consecutive frames to track the 
movement of the object [8]. 
All the mentioned methods are implemented in the OpenCV library and can be called with simple 

commands. The example used for analysis employs a binary image for analysis with the screen display 
shown in Figure 2 and a grayscale image that is compared in real-time using the aforementioned 
techniques. By entering commands via the keyboard, pressing the “W”, “A”, “S”, “D” keys moves 
the red window frame to bring the object into the tracking zone, after which pressing the “T” key 
activates the object tracking algorithm. As an indication of correct tracking, a blue square will appear 
around the object that was within the tracking zone. If an another object should be tracked, by pressing 
the "C" key, the new item inside the red square will be framed in blue. 

 

 
Figure 2. An object tracking example 
 

After the tracking indication, data in the form of coordinates where the square is located will be 
sent via UART (Universal Asynchronous Receiver-Transmitter) communication. This information is 
sent to the microcontroller unit (MCU), which uses this data to control the horizontal vertical actuator  
servo motors (in the following text PAN/TILT), ensuring that the object remains in the center of the 
camera’s field of view. The previously mentioned process is briefly explained in the block diagram 
in Figure 3. 

The PAN/TILT device is designed to allow the camera to move 360° horizontally and 180° 
vertically, using two DC motors. Such devices are primarily used in video surveillance and FPV (First 
Person View) drones, where additional feedback from the gyroscope is utilized to enable stabilization 
of the system while the drone is in motion. In the testing model, the role is played of keeping the 
object being tracked in the center of the camera's FOV (Field of View). 
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Figure 3 . An object tracking example 
 

The software is written in the Python compiler PyCharm and ArduinoIDE for the PAN/TILT 
software. The mechanical parts are designed in the CAD software CATIA 
(https://www.3ds.com/products/catia), and the parts are manufactured using a 3D printer Ender 3Pro. 
The control is implemented using a simple H-bridge, which is realized on a prototype board. 

4. Experiments and Results 

The experiments were conducted using a computer with the following specifications: 
• CPU- i5 10500H and 24GB of RAM 
• GPU-RTX 3050 
• CAMERA-Logitech C170 
Utilizing several examples, the software’s capability will be tested. Initially, a monochromatic 

objects with simple geometry will be used. From Figure 4, it can be seen that the object has been 
successfully tracked, indicated by the blue square around the object. In the upper left corner, the initial 
and current coordinates of the object are displayed. By further movement of the object, it was 
established that the tracker is sufficiently capable of tracking simple geometric shapes. It must be 
emphasized that the surface around the object also plays a significant role. 

 

 
Figure 4. The tracking of the red object 

 

For the second test object, a blue object with a complex geometry was chosen as it is shown in 
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Figure 5. The object was successfully detected and with further movement it remained in the tracking 
zone regardless of its geometry and architecture. 
 

 
Figure 5. An object tracking example of blue colored complex geometric object 
 

Since monochromatic objects have been observed so far, it was decided that the next object 
should  have a simple geometric shape, but with more colors as it is shown in Figure 6. This object 
was also appropriately detected, however during the rotation it was lost from the tracking zone. This 
indicates that this type of tracker has problems with tracking objects that are not monochromatic. 

 

 
Figure 6. An object tracking example of simple geometric shape with multiple colors 
 

Further improvement of this system will involve the introduction of an adaptive tracker algorithm 
in order to address the issue of tracking objects that are not monochromatic. Additionally, an 
algorithm will be implemented to eliminate the problem of object’s size variations. The idea is to 
develop an algorithm that will compare the previous and new positions of the object proportionally, 
which would increase the reliability of object tracking.  

5. Conclusion 

This paper demonstrates the application of simple algorithms in object detection and tracking. 
Tracking algorithms use the object's color histogram for tracking. Mean Shift algorithm is used to find 
the local maxima, while CamShift adaptively updates the size and shape of the search window. Based 
on the experiments, the proposed algorithm works well. The combination of classical and deep learning 
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techniques can enhance the resilience to variations and changes in the environment, resulting in 
more robust tracking systems. 
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Company Presentation 

 

 

Advanced Cyber Security (ACS) 

Advanced Cyber Security is a company founded in 2020 by experts with extensive 
international experience in the field of cyber security, including former employees of 
the Republic of Serbia’s Government and private companies specializing in information 
security. We offer years of experience in practicing offensive and defensive cyber 
security within the military, governmental, and private sectors. 

 

At this year's Adria Security Summit, held on October 9 and 10 in Sarajevo, Advanced 
Cyber Security (ACS) was a Platinum sponsor and winner of the Adria Excellence 
Award. 

 

This prestigious regional event brought together leading experts in the field of security 
and technology, and ACS took home the Adria Excellence Award for innovation in the 
cybersecurity domain thanks to its ARMADA AI Engine Module. 

 

https://www.asadria.com/acs-armada-stiti-prestiznu-banku-od-cyber-napada/ 
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